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tionThe ACIS team has 
ompleted its investigation of the anomaly that o

urred on day 2007:096 duringobsid 7647. Of the explanations we were able to hypothesize, only one �ts the available eviden
e. Inthe absen
e of a repeated o

urren
e, we 
onsider the anomaly attributable to a high-energy parti
lehit on a 
apa
itor asso
iated with the +5V DPA-B power line.2 The anomalyThe anomaly o

ured during obsid 7647, a TOO observation in Continuous Clo
king 3 by 3 mode of 1E1048.1-5937. Three FEPs (3, 4, and 5) reset on Saturday, day 2007:096. The time 
an be re
onstru
tedfairly pre
isely from the partial event re
ords from those FEPs; the last event was re
eived by the FEPat 19:24:38.27, and the resets would have o

urred some millise
onds later.No further event re
ords were re
eived from these FEPs for the duration of the run. There was adrop at the same time in the +28V 
urrent (1DPICBCU) supplied to the B side of the ACIS PSMCfrom 1.2A to 0.9A; this is 
onsistent with the drop expe
ted from a reset state.The FEPs reset a third of the way through the s
ien
e run. The target being on an una�e
tedFEP, no observer s
ien
e was lost. At the beginning of the next observation, the front end software wasreloaded, and data from all 
hips was subsequently pro
essed and telemetered nominally.3 AnalysisThe ACIS team 
onsidered six possible explanations for the anomaly.1. The BEP stopped looking for events from these FEPs be
ause it mistakenly believed the FEPswere in a reset state.NOT THECASE. Drops in +5V 
hannel DPA-B voltage (DEAHOUSE CNTL ADC DPA5VHKBin ACIS DEA housekeeping) and +28V B-side PSMC 
urrent (1DPICBCU) 
learly indi
ated aphysi
al FEP reset. (See the pdf do
ument 3FEP Reset DPA5VHKA B.pdf for +5V data overthe time in question. The A side data DPA5VHKA is in
luded for 
omparison.)2. Whether due to a software bug or an SEU, the BEP sent spurious reset 
ommands to the FEPs.1 / 3



3-FEP anomaly 
loseoutNOT THE CASE. When the BEP resets a FEP, it sends two indi
ators in the software house-keeping: one to re
ord that it has 
ommanded a reset for that FEP, and one to note that it hasfound the reset 
ompleted. Only the se
ond message appeared in software housekeeping.Could an SEU have instigated resets from the BEP at a register level, rather than via a spuriously
alled software routine? No, that would have required a series of intelligently 
o-ordinated SEUs.The FEPs have 
ontrol registers that are mapped into 6 widely spa
ed lo
ations in the BEP'smemory spa
e. To reset the FEPs, ea
h register must be rewritten in "guard" mode, whi
h entailssetting a bit in another BEP register, writing to the FEP registers, and resetting the guard bit.3. Corruption in the ACIS 
ight 
ode somehow invoked or 
reated instru
tions whi
h reset the FEPs.NOT THE CASE. For the reasons given above, 
orrupted BEP 
ode 
ould not have resetthree FEPs simultaneously. For a 
orruption to have a�e
ted three FEPs in identi
al fashion, thea�e
ted memory would have to have been the image of the FEP 
ode in the BEP, from whi
hFEP software is loaded.We paid parti
ular attention to this possibility, be
ause the a�e
ted s
ien
e run used CC3x3 mode.For that mode, the BEP loads a unique 
ode image into the FEPs. The pat
hed BEP 
ode for themode 
ontains instru
tions, normally exer
ised only at the end of ea
h CC3x3 run, whi
h invokea reset state on all FEPs. Although we 
ould not propose a me
hanism by whi
h su
h 
orruption
ould indu
e resets in several FEPs without a�e
ting them all, it seemed suspi
ious that resetswere o

uring when ACIS happened to be running exa
tly the pat
h whi
h 
ommands FEPs toreset.A

ordingly, we ran CAP1033 on 2007:100 to dump ACIS 
ight software and the pat
hlist. We
ompared both the pat
hed 
ight 
ode and the pat
hes stored in the BEP to images generated onthe ACIS engineering unit, and found no di�eren
es. Subsequent observations run su

essfully inCC3x3 served as independent eviden
e that we 
ould eliminate this failure mode.4. Hung video boards. If a FEP sees no pixel data from its video board for 449 se
onds, its wat
hdogtimer will exe
ute a reset. There had been a previous observation of Obsid 5008 in whi
h all FEPsexperien
ed su
h a spontaneous restart. In that anomaly (DDTS defe
t OCC
m06622), whi
htook pla
e at 2004:174:20, the video boards stopped sequen
ing, most likely be
ause of an SEUon the BEP to DEA 
ontrol line, eventually tripping the FEPs' wat
hdog timers. We 
onsideredwhether this might have been a repitition of that problem.NOT THE CASE. In the 
urrent event, engineering telemetry shows no drop in DEA power,demonstrating that the video boards 
orresponding to the three reset FEPs 
ontinued to sequen
e.The most striking feature of the anomaly was that the a�e
ted FEPs were exa
tlythose whi
h are powered by DPA side B. This suggested two failure modes involving anSEU a�e
ting the DPA-B power line:5. Deep diele
tri
 dis
harge as a result of spa
e
raft 
harging. UNLIKELY. Su
h dis
harges 
anhappen infrequently, but it is a phenomenon asso
iated with 
ables, not on PC boards inside metalboxes. We don't have a reset line running to the FEPs through a 
able outside the EDS box, sothis does not seem to be a 
redible s
enario.6. A spontaneous dis
harge in one of the +5V DC digital power �lter 
apa
itors. PLAUSIBLE.Capa
itors are always subje
t to a sort of mi
roburst phenomenon whi
h o

urs on a random,infrequent basis. Normally this is not seen on power lines { not be
ause it doesn't o

ur, but2 / 3



3-FEP anomaly 
loseoutbe
ause the e�e
ts are small 
ompared to the normal power line noise. It is possible that wehad a larger event happen here, perhaps triggered by a high-energy parti
le passing through a
apa
itor. A brief, deep drop in the digital power line would 
ause the (power-on) reset 
ir
uitryto �re, leading to the observed reset state. Engineering telemetry showed no variation in theDPA-B power, other than the small drop 
onsequent upon the FEPs going into reset state. Butthis is what we would expe
t. The 
urrent in the +5V power lines from the PSMC to the DPA arenot dire
tly reported, but 
hanges 
an be monitored via the input power to the PSMC. PSMC-B+28V 
urrent is reported in engineering telemetry on
e ea
h major frame (32.8 se
onds), and theDPA-B +5V voltage, via DEA housekeeping, on
e ea
h 17 se
onds. Both are based on samplestaken over millise
onds, so very short drops or spikes in power are highly unlikely to show asignature in telemetry.4 Re
ommendationsWe have not seen this anomaly before. If our best explanation (6) is 
orre
t, we expe
t to see it rarely,if at all, in the future; and no a
tion 
ould be taken to forestall a repetition in any 
ase. The ACISteam re
ommends a 
loseout of this anomaly, to be reopened in the event of a re
urren
e.
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