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g. Data Management Analysis

This data requirement element asks for many items related
spcifically to computer systems within the science instrument.
Since the HRC instrument has no internal computer, these
requirements cannot be addressed. Alternatively, this response
will include a set of analyses and proof of concept test results
which, in combination with other analyses, will give insight into
the quality and stability of the electronic systems which convert
the low level detector analog signals to digital science data in
accordance with the Observatory to Science Instrument Interface
Control Document and the Contract End-Item Specification.

The most complete model of the HRC performance was prepared by K.
Flanagan1, which describes detector models and error models
(gain, offset, noise, and digitizing errors) through the system.
Additionally, memoranda prepared by J. Gomes2,3,4 address the
effects of electronic noise, digitization effects, and the
capability for data correction through in-flight calibration.
These documents are appended to this response.

Detailed schematics of the complete electronic systems are
provided in the HRC team CDR response to SSE06, "Schematics,
Diagrams, and Lists".

1 Flanagan, K.A. "Modeling of the HRC Readout System", SAO
Report # SAO-HRC-RPT-92-010, September, 1992.

4 Gomes, J.
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3

5

Gomes, J.

Gomes, J.

Gomes, J.

7/29/94 Memorandum "Estimated Hybrid Preamp
performance w/ low noise plates"

4/11/94 Memorandum"Justification for HRC ADC size"

3/8/95 Memorandum"On Board Test Pulse Generator

10/5/94 Design note : Offset Budget
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September 30, 1992

1 Introduction

1

The High Resolution Camera, or HRC, is a microchannel plate detector designed to fly
aboard the Advanced X-Ray Astrophysics Facility (AXAF), one of the "Great Observato-
ries" under the auspices of NASA. This instrument, HRC, is the-direct descendant of its
successful predecessors aboard Einstein and ROSAT. The HRC is designed to have 25 11m
FWHM resolution or better, and will be used for direct imaging and in combination with
transmission gratings for high resolution spectroscopy.

The High Resolution Camera (HRC) consists of two photon counting imaging detectors,
one for direct imaging and the'other for reading out a transmission grating spectrum. Fig-
ure 1 shows a schematic drawing of a detector assembly. The active X-ray detecting element
consists of a coated micro channel plate (MCP) and a second MCP for additional electronic
gain. X-ray event position, occurrence time, and amplitude are recorded by the Crossed Grid
Charge Detector (CGCD). In front of the MCP's, a thin film, the UVflon shield, blocks un-
wanted UV light, low energy electrons, and ions. The HRC has been selected for flight on
the Advanced X-Ray Astrophysics Facility (AXAF).

As part of an effort to understand and improve the resolution of the instrument, we have ex-
amined in detail the design of the readout system: the crossed grid charge detector (CGCD),
and the associated set of preamplifiers and ADCs. The output signals from this readout sys-
tem are input to a position algorithm to calculate the position of each individual X-ray event.
The design parameters of the electronics affect the ultimate resolution of the instrument. By
modeling these parameters and their effect on positioning, we formulate design criteria for
the electronics that are consistent with the resolution performance goal.

This report is intended to summarize the results of the modeling and their implications on
the design criteria for the electronics. Specifically, the purpose of the present investigation is
to establish the sensitivity (with numerical estimates) of the positioning algorithm accuracy
to variations in the event processing electronics. In order to do this, there are three parame-
ters (gain, offset and noise) in this model that are independently varied in the preamplifiers
and the ADCs. In order to place this investigation in context, we begin first by discussing
the general character of imaging performance (Section 2). Then the detector is described,
including the CGCD and processing electronics (Section 3). Next, we discuss the position
algorithm and the modeling (Section 4). (The information for Sections 2, 3 and 4 has been
obtained, at least in part, from the references listed in Section 7.) Section 5 addresses the
results of the modeling, with the derived design criteria given in Table 5. In particular,
Section 5.5 summarizes the conclusions of the modeling as applied to the current design.
Section 6 summarizes published work giving an analytical estimate of the noise expected
with our position algorithm, and measurements (on an HRC prototype) relating to it. Fi-
nally, in Section 9, we have included those publications by HRC related to modeling.

This report summarizes the results of the modeling to date, taking as the point of departure
the memo dated October 16, 1991. The results of the interim report of February 11, 1992
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are included herein and discussed more fully, except for the observations about gaps,
which are not treated further. These reports are included for reference in Section 9.

2 Modeling and Imaging Performance.
To discuss the particular place of the modeling in understanding the sensitivities of various
conditions and parameters in the overall scheme of positioning accuracy, it makes sense to
first examine the issue of resolution and image quality and the role of the readout systems
electronics. Appendix I contains Figures 2 and 3, and describes the three common charac-
terizations of image quality: spatial resolution, distortion and uniformity of efficiency. We
are interested particularly in the resolution, since the other two effects can be calibrated
out. As discussed in Appendix I, the resolution is limited by systematic errors, which we can
generally correct for, and statistical errors, which we cannot. Systematic terms include the
MCP pore structure, non-uniformity of cgcd wires or resistors, etc. Statistical errors include
signal variations, thermal noise of the grids, and similar contributions.

The modeling does not attempt to incorporate all contributors to the imaging resolution.
It is limited to examining the effects of variations in the event processing electronics. Specif-
ically, the modeling examines the effect of varying the noise, offset and gain of preamps and
ADCs on the centroid positioning algorithm. These parameters can affect the positioning in
two ways; by imposing an uncertainty (noise) without affecting the centroid, or by shifting
the centroid calculated by the positioning algorithm. We are interested in numerically esti-
mating the effects of each of these parameters on the calculated position. More importantly,
we wish to identify any that significantly degrade the positioning and whose effect cannot
be calibrated out.

3 Detector Description

3.1 General Elements of the Detector
The major elements of the HRC were shown in Figure 1. A CsI-coated MCP at bias angle 0°
is followed by an uncoated MCP in "chevron" configuration at 13°. This configuration sup-
presses ion feedback. A thin window (6000 A of Parylene-N coated with 300 A of Aluminum
on front and back) acts as a UV filter and ion shield.

There is a 400 /-lm gap between the MCPs which is electrically biased with a slight
retarding potential of 50 to 100 V. This reduces the illuminated area in the second MCP,
because fast electrons from the first MCP emerge closer to the channel axis. The MCPs are
100 mm X 100 mm square, with 10 to 12.5 /-lm diameter pores (depending on the supplier)
on 12.5 to 15 /-lm centers. They are t"V 1500 /-lm thick, which corresponds to a range of l:d =
120:1 to 150:1. The MCPs are each run at biases in the range of 1500 to 2000 V, with the
voltage drop across the front plate being less than that of the back plate. (The plates are
not driven into saturation, in order to optimize the energy resolving power of the detector,
i.e.) FWHM - -4000V with respect to the back surface of the rear plate, operated at ground.
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Behind the rear MCP is the readout, the crossed grid charge collector (CGCD). It consists
of two orthogonal planes of wires. This will be described in more detail in a separate section.
The whole is contained in a vacuum enclosure, and a plastic scintillator is placed behind the
detector as an anticoincidence shield.

3.2 Crossed Grid Charge Detector
As mentioned previously, the readout is a crossed grid charge detector (CGCD), which con-
sists of two orthogonal planes of wires electrically separated from each other. The wires are
connected to each other by a chain of discrete thin film resistors (R=10 kn). The arrange-
ment is depicted in Figure 4.

Each grid consists of 100 pm diameter gold-plated tungsten alloy wires on 200 pm cen-
ters. The two grids are held on a ceramic frame which separates them by 400 pm. At a
distance of 1000 pm behind the CGCD is a solid reflector plane which is biased about -50V
relative to the grids. The grids are biased about +250V with about IV difference between
them to ensure even charge split. Between each wire is a 10kn resistor, and every eighth wire
is connected to a low input impedance charge sensitive preamplifier, as shown in Figure 5.
Associated with each preamp is an amplifier, or "postamp", and an output or "tap". For
the purposes of modeling, the preamp and postamp are treated as a single unit, and simply
called the preamp. The readout is 96 mm X 96 mm. Each axis has 61 preamps, 480 resistors
and 481 wires (E. Hertz, J. Gomes, private communication).

As illustrated in Figure 6, the cgcd is arranged at a distance behind the rear of the
MCP stack so that many grid wires collect the charge. If the electron cloud were narrow,
the event position would be digitized to the wire spacing. Instead, we exploit the fact that
the charge cloud spreads over several wires to calculate the centroid of the charge cloud
with a fine position algorithm. The centroid can be determined to a small fraction of a
wire spacing. As illustrated in Figure 7, Chappell and Murray (1989) have shown that the
electron cloud has a core/halo type of structure; the core had a measured FWHM of .65
pm to .99 pm, or 3 to 5 wire spacings. The halo is large on the scale of taps. Murray
and Chappell (1988) have studied several fine position algorithms, and a 3-tap algorithm
(described later) was determined to give the best performance. Some of the charge in the
halo is lost in a 3-tap algorithm, which results in "gaps" in the raw image, as shown in
Figure 8. This is compensated by using a correction factor in our positioning algorithm, as
discussed in Section 4.2.

3.3 Processing Electronics
A block diagram of the image processing electronics is shown in Figure 9. The processor
identifies the coarse event position using high speed comparators to determine which of the
preamps has received the largest signal (because that is the tap closest to the charge cloud
centroid). The signals from three taps (the tap corresponding to the coarse position and
the taps to either side) are steered through a multiplexer to precision A/D converters. The
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digital outputs of the ADCs are the inputs to the 3-tap position algorithm for determining
the fine position.

4 Basis of the Modeling

4.1 Charge Division
The position algorithm is based on charge division between adjacent taps when the charge
cloud exiting the rear MCP is collected at the wires. Figure 10 illustrates the basic principal
of signal location by resistive charge division for a uniformly distributed resistor. The cap-
tion shows the analysis leading to the result: QA~~B = f. For HRC, the problem is slightly
different because discrete resistances are involved. The situation for HRC is depicted in Fig-
ure 6, which illustrates several wires, two taps labelled i and i+l, and the resistors between
the wires. For this case, a charge deposited on a particular wire between taps i and i+ 1 will
be resistively divided. The wire position will be given by Xfp = Qi~:+Qi' where Qi and Qi+l
are the charges collected at taps i and i+l, respectively.

For a 3-tap algorithm, the fine position (i. e., the position relative to tap i) is given by

x = Qitl -Qi-l
fp Qi-l+Qi+Qitl

4.2 Positioning Algorithm
In the 'three-tap positioning algorithm', three ADCs are engaged in detecting an event (one
ADC for each of three taps involved in the charge detection). The center ADC is that as-
sociated with the tap collecting the largest charge (i.e., the 'coarse position', Xcp). The
two taps to either side are involved in determination of the fine position, Xfp' The model
selects as the coarse position, Xcp, that tap at which the greatest charge is collected. The
fine position, Xfp, is calculated by using the signals from all three taps, as appropriate for
charge division:

where Si is the output signal from tap i. It is to be noted that this signal is not the same
thing as the charge collected at tap i; it will depend on the gain, offset and noise contributed
by the associated preamp and ADC.

A raw position Xraw can be calculated as
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(Note the error on the front page of the October 16, 1991 memorandum, which erroneously
labels this quantity Xeale and then refers to it as "the raw calculated position" .) The raw
position calculated in this way will correctly predict the centroid position of the charge cloud
if all of the charge has been collected by the three taps. However, is some of the charge is
lost (due to the extended halo structure of the charge cloud, for example), the position is
incorrectly calculated. This error manifests itself as gaps in the raw image, as was shown in
Figure 8.

To compensate for the loss of charge, we modify the fine position algorithm. A single lin-
ear correction factor is selected to multiply all Xfp , yielding a final ~alculated position Xeale:

(Since this correction factor produces an image without gaps, the process of applying this
correction is called "de-gapping".)

We are interested in knowing how well this position algorithm works, that is, how close
the calculated position, Xeale, is to the actual input position of the event, Xaet. Thus, appro-
priate characterization of the position algorithm will involve terms like beale = Xaet - Xeale or
braw=Xaet - Xraw' A useful figure of merit is u, the rms value of beale (analogous to distortion
as defined in Section 2.4):

u=

where No is the number of events.

Likewise, we can use the rms value of braw to characterize the raw results.

In addition to the rms value, we will be interested in the mean values of beale and braw.

All of these characterizations will be illustrated in the 'baseline' case described later and
summarized in Table 4.

4.3 Assumptions and Limitations of the Modeling
In the discussion which follows, I have employed Jon Chappell's program, 'cgcd.c', as mod-
ified on 10/24/91. Certain assumptions of that program and their effect on the modeling
results have not yet been examined. In particular, three points may be important:

• A continuous charge division is assumed, when in fact there are eight wires between
taps with discrete resistors between wires.
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• The tap at which the maximum charge is collected is used to define the coarse position.
In fact, this might be better defined according to the tap having the maximum signal
(voltage), so that gain variations among taps might affect the positioning results.

• The pore size and other elements contributing to the FWHM resolution are not treated
here. The input positions are considered known perfectly. (This is the equivalent
of having an infinitesimally small pore size.) Thus, the modeling accounts for the
contribution by the electronics (preamps and ADCs), but this will not be the dominant
contributor to resolution .

• The noise is modeled as a random number multiplied by the noise parameter, and
randomly assigned a positive or negative sign. Other models should probably be con-
sidered.

In all of the cases below, I have used a Lorentz distribution charge cloud of full-width-at-
half-maximum equal to r = 2.35 * UL where uL=0.2 tap. The results are not expected
to depend strongly on the type of charge cloud distribution. (Note that the memo of
October 16, 1991 erroneously reports a Gaussian distribution, not a Lorentz distribution.)
The distribution of input events is a uniform distribution, averaging 10 events per bin, 256
bins per tap. The correction factor is selected as described in the memo of October 16, 1991.
(Methods for choosing the correction factor from raw lab data are not discussed here.) It
should be noted that the figure of merit and numerical estimates for position accuracy will
depend on the choice of correction factor.

5 Results of the Modeling

5.1 Baseline Case

In order to provide a basis of comparison, we begin with the case of ideally matched pream-
plifiers and ADCs with the expected 'default' performance values in the current design. The
default values are typical values for the gain, offset and noise parameters of the preamps
and ADCs as measured in the laboratory or dictated by their performance ratings. Table 2
lists these default values for gain, offset and noise in the preamps and ADCs. (In the table,
the total charge generated for each input event was 1.2xl07 electrons.) A remark should be
made about the preamp noise. The value shown in Table 2 is the measured rms value of
the front-end noise, including thermal noise of the grids and any noise introduced by the
preamp. Because of the way the model represents noise (discussed in Section 5.2.2.), using
this value as a noise parameter will slightly underestimate the effect of the noise.
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TABLE 2

Default values of parameters used in the baseline case.

Preamp Noise: 7x10-4 Volts (8000 electrons)
Preamp Offset: 0 (:1: 1 mV)
Preamp Gain: 8.7x10-s (:1: .5%) Volts/electron
ADC Noise: default value is 0 digital counts
ADC Offset: default value is 0 digital counts

(Note: :1: 1mV = 1.6 digital counts)
ADC Gain: 1638.4 (:1: .5%) digital counts/Volt

7

Figure 11 shows a histogram of counts/bin for each bin. Only the region between taps
4 and 8 has been examined. The locations, in bins, of the taps and half-tap positions are
given in Table 3. One bin represents 1/256th of the distance between taps, or 6.25 flm. In
this representation, the distribution of counts is with respect to Xraw as represented in bins
in order to illustrate the gaps. (The distribution with respect to Xact is, of course, uniform;
its histogram would show an average of 10 counts per bin with fluctuations between 9 and
11 due to the way the events at the edges between bins are assigned.) Note the obvious
gaps located at half-tap positions. Figure 12 is a blown-up representation of the first gap in
Figure 11. It is symmetrically distributed about the 128th bin with width 36 bins.

TABLE 3

Bin positions associated with each tap.

Tap Position Bin

4 0
4.5 128
5 256
5.5 384
6 512
6.5 640
7 768
7.5 896
8 1024

Figure 13 is a plot of braw=XacrXraw as a function of bin position. In this and similar
representations, the bin position is the actual input position Xact, not Xraw as in the previous
example where it is desired to illustrate the gaps. In addition, the average value for each bin
is plotted, rather than each individual event. From Figure 13, it is evident that the position
algorithm, using only Xraw without a linear correction factor, shows errors of up to 115 flm.
The greatest discrepancy occurs at the half-tap points. Note the symmetry about each tap
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position, and identical behavior from tap to tap. Figure 14 shows the results after applying
a single linear correction factor (selected as described in the memo of October 16, where this
correction factor is obtained from the correction factors appropriate to the individual events,
weighted according to 8;aw)' In Figure 14 the value of Xact-Xcalc is plotted as a function
of actual input position. With linear correction, the position algorithm yields calculated
positions that are less than 7.4 pm from the true event positions. (Due to the fact that the
histogram takes averages over each bin, the plot of Figure 14 shows excursions of '" 5pm or
less.) The rms value of XacrXcalc (without averaging over each bin first) in this case was 2.18
pm. The rms value of XacrXraw was 62.99 pm. Thus, it is clear for this baseline case that a
simple linear correction factor allows adequate positioning by the algorithm. For reference,
Table 4 shows the various means of characterizing the positioning, using the baseline case as
an example. The values obtained by averaging over bins, as represented in Figures 13 and
14, are also given.

The following sections report results for varying a parameter of interest. In each case,
the other parameters were fixed at the default values of Table 2.

TABLE 4

Various parameters in microns that characterize positioning. The val-
ues given are those found for the baseline case described in the text.

Each event considered individually:

rms (Xact - Xcalc)
rms (Xact - Xraw)
mean of (Xact - Xcalc)
mean of (Xact - Xraw)
maximum absolute value of (Xact - Xcalc)
maximum absolute value of (Xact - Xraw)
mean absolute value of (Xact - Xcalc)
mean absolute value of (Xact - Xraw)

2.184
62.992
-0.021
-0.061
7.384
115.27
1.778
54.042

For comparison, parameters using average values for each bin (see Sec-
tion 5.2 below):

rms (Xact - Xcalc)
rms (Xact - Xraw)
mean of (Xact - Xcalc)
mean of (Xact - Xraw)

1.819
62.986
-0.021
-0.061

5.2 Varying Parameters for All Preamps or ADCs

Figures 15 through 19 show plots of () (the rms value of XacrXcalc) vs the parameter of
interest (in this case noise and offset). In each figure, the slope (m) and intercept (b) of
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the best-fit line are shown for rapid calculation of how much the figure of merit, (J", changes
given a specific change in the parameter (e.g.) a factor of two increase in the preamplifier
noise). Figures 15, 16 and 17 examine noise. Figures 15 and 16 are for the case in which
the noise has been increased equally in all preamps, and Figure 17 is for the case in which
noise has been increased equally in all ADCs. Figures 18 and 19 examine offset. Figure 18
is for the case in which the offset has been increased equally in all preamps, and Figure 19
is for the case in which it has been increased equally in all ADCs. Equal increases in gain
for preamps or ADOs has no effect and this case is not shown. (The effect on gaps is not
discussed here, but it should be noted that increasing the offsets in preamps or ADCs results
in an increase in the gap width.) The results obtained from Figures 15 through 19 will be
discussed in Sections 5.2.2 and 5.2.3 below.

5.2.1 Evaluation Criteria

Since the diameter of a single pore is about 10 to 12.5 {tm, any errors in position introduced
by the electronics over their reasonable operating range which are less than a few microns
can be deemed negligible. The value of 6 {tm has been arbitrarily chosen as a reasonable
upper limit for positioning error. Thus, if the figure of merit increases above about 6 {tm for a
reasonable value of noise or offset, for example, this parameter is flagged as a potential prob-
lem. Table 5 summarizes the results in practical terms for these and the remaining modeling
results. The first column gives the parameter being varied. The second column gives the
expected tolerance or rated performance characteristic of the component of the electronics.
The third column gives the expected value of (J" for the tolerance quoted in column 2 (using
the estimate given by the best-fit to the data, or the baseline value of (J" if the best-fit value
would give a smaller value for (J"). Column 4 identifies (with the letter Y) those cases which
exhibit (J" ~ 6 J-lm at the expected performance of the electronics. These cases therefore pose
a potential problem for the positioning, provided the effect cannot be calibrated out. (Cases
marked with N are not problematic at that value of the parameter.) Since the design tol-
erances or expected performance may change, column 5 has been included, which gives the
value of the parameter satisfying (J"=6 Jim. This provides an easy reference for identifying
how far the performance standards of the electronics may depart from their expected values
before the positioning becomes degraded to 6 {tm. Some quantities in this column are placed
in parentheses to indicate that they are extrapolated far outside the range of the data used
in the analysis. Thus, they should be taken to indicate only that the parameter of interest
does not pose a problem in positioning over any reasonable range.
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TABLE 5

Expected a (in /-lm) Maximum
Parameters Tolerance at Tolerance a ~ 6/-lm? Parameter1 Figure

All preamp gain 1% unchanged N N/A N/A
All preamp offset :f:1mV 2.18 N (782mV)2 18
All preamp noise3 .07% 2.18 N .31% 15
All ADC gain .025% unchanged N N/A N/A
All ADC offset lOcts 2.22 N (1,410 counts) 19
All ADC noise3 1ct 2.9 N 4.6 counts 17

ADC gain #2 .025% 2.18 N (23%) 20
ADC offset #2 lOcts 2.20 N N/A 22
ADC noise3 #2 1ct 2.1 N 30.9 counts 24
ADC gain #3 .025% 2.18 N 1.4% increase. 21
ADC offset #3 10cts 15.9 Y 3.6 counts 23
ADC noise3 #3 1ct 2.1 N 5.9 counts 25

Single-preamp gains. 1% 4.64 N 1.4% increase 37
Single-preamp offset :f:1mV 3.35 N 2.5mV 43
Single-preamp noise3 .07% 2.18 N 1.04% 46

lThe parameter variation for which u = 6 J.lm.
2Quantities in parentheses are extrapolated far outside the range of data used to estimate them.
3Noise in the electronics is modeled as a random number between -1 and +1 times the noise parameter.

5.2.2 Varying Noise of All Preamps or ADCs

Consider preamplifier noise as assessed in Figure 15. The default value for the noise pa-
rameter is 7x10-4 volts (8000 electrons) in the preamps. (As discussed below, this slightly
underestimates the noise.) The preamp gain is taken to be 8.7x10-s volts/electron, and
the charge generated by each event is 1.2xl07 electrons, so that the total signal is 1.0 volt.
Thus, the default value for the noise parameter represents 0.07% of the signal. The range of
variation in Figure 15 is a factor of 10 times the default value, or up to 0.7% of the signal.
The slope (m) and intercept (b) of the best-fit line are shown for the noise expressed in
volts, or expressed as a percentage of the signal. A wider dynamic range of noise for a wide
range of total charge is shown in Figure 16, where the noise is expressed as a percentage
of the total signal. In Figure 16, the data have been fit with quadratics and four different
total charges are examined: 6xl06, 1.2xlO7, 5.7xl07 and 1.15xl0s electrons. There is no
obvious dependence of a on the total charge, and the results are virtually indistinguishable
for preamp noise below about 2% of the total signal. Thus, the value of a is taken simply
to be a function of the percentage of total signal.
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It is important to note that the noise parameter is multiplied by a random number be-
tween -1 and +1 to model the noise in the electronics. Other models should be considered ,
but are not treated here. As stated previously, typical front-end noise including thermal
noise of the grids and noise introduced by the preamps is about 7x10-4 volts. This is not a
peak-to-peak estimate of noise, but an rms value. The effective peak-to-peak value would be
higher, assuming a Gaussian distribution. Since our noise model is a simple flat distribution,
using the default value as the maximum value of this distribution will underestimate the
effect of noise. The appropriate noise parameter would thus be higher. For the preamplifier
noise, a wide range has been examined. As evaluated by the model, the expected noise of
.07% (measured in the laboratory) does not pose a problem for the positioning. As shown in
column 5 of Table 5, the noise must remain below 0.31% of the signal in the model in order
for a to remain below 6 /lm. Thus, there is no anticipated problem with regard to noise in
the preamplifiers. Nevertheless, the effect of noise is underestimated by the model, and since
the effect of noise cannot be calibrated out, control of this parameter is indicated.

For the case of noise in the ADCs, as illustrated in Figure 17, the ADCs can be expected
to have a digitization error of at most one count. This corresponds to a value of a = 2.9
/lm, which does not constitute a problem.

5.2.3 Varying Offsets of All Preamps or ADCs

Consider now the case of varying all of the offsets uniformly. The preamps are expected
to have a maximum variation of :l: 1mV at low signal levels, corresponding to a negligible
increase of only .013 /lm as indicated in Figure 18. Similarly, the ADCs are expected to
have a full-scale error of 10 counts out of 4096. As seen in Figure 19, this variation would
affect a negligibly (less that 0.03 /lm). As shown in column 5 of Table 5, the offsets of all
the preamps or ADCs would have to be increased beyond reasonable levels to degrade a to 6
/lm. Consequently, uniformly.varied adjustments in the ADC or preamplifier offsets should
not increase a significantly. Non uniform offsets are treated in Sections 5.3.2 and 5.4.2

5.3 Varying a Single ADC
Figure 20 through 25 represent the effect of varying one of the parameters of interest (gain,
offset or noise) for a single ADC. Figures 20, 22 and 24 show the results for the second or
middle ADC (corresponding to the tap associated with the coarse position). Figures 21, 23
and 25 illustrate the results for the third ADC. Three cases are considered: varying the gain
(Figures 20 and 21), varying the offset (Figures 22 and 23), and varying the noise (Figures 24
and 25).

5.3.1 Varying the Gain of a Single ADC

Consider the effect of varying the gain of one of the ADCs, as illustrated in Figures 20 and 2l.
Note that when the gain of the second ADC is increased, a decreases to a local minimum.
(Figure 20 has been fitted with a quadratic, whereas most of the other plots have
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linear fits. A linear plot is generally adequate for the purpose of estimating the sensitivity
of a with respect to the parameter of interest.)

The ADCs are matched to about 1 part in 4000 (or 0.025%). In the case of both the
second and third ADCs, this corresponds to a negligible change in-a. The third ADO gain
would have to be increased by 1.4% relative to the others in order to degrade the positioning
to 6 /-lm. Thus, the expected variation in gain of the ADOs does not pose a problem in the
positioning.

5.3.2 Varying the Offset of a Single ADC

Consider Figures 22 and 23, in which the ADC offset is increased over a range of 30 digital
counts. The full-scale error for the ADCs is 10 counts out of 4096. This corresponds to a
negligible increase (.007 /-lm) in positioning error for the case of varying the second ADC.
(In fact, within the limits of the crude fit over this limited range, there is no projected offset
in the second ADC that would pose a problem in the positioning, as indicated by N/ A in
column 5 of Table 5.) However, an offset of 10 digital counts in the third ADC will result
in a=15.9 /lm, which would constitute a problem for the position accuracy. As shown in
column 5 of Table 5, the offset of the third ADC must remain below 4 digital counts to keep
a below 6 /lm. It is important to note, however, that an absolute offset of this magnitude
can be calibrated out. (It would only pose a problem if this represented the uncertainty in
the offset.)

5.3.3 Varying the Noise of a Single ADC

Figures 24 and 25 show the effect of increasing noise. Typical noise in the ADCs (which we
consider to be the digitization error) is one count. For the second or third ADC, a noise
parameter of 1 count will not noticeably increase a. The second ADC noise parameter would
have to increase to 31 digital counts before a=6/lm. The third ADC noise parameter is
more strictly limited: it would have to be kept below 6 digital counts to limit a to 6/lm.

5.3.4 Symmetries of Single ADC Variations

Varying a single ADC in general produced symmetric results in plots of bcalc vs input position
(where bcalc = Xact-Xcalc), so that at no single tap was the effect different than at any other.
This is an advantage arising from the fact that all three ADCs are involved in calculating
the position (and obtaining b and a), no matter where the initial event arrives. (As shown
in the next section, this symmetry is lost when a single preamplifier is varied relative to the
other preamplifiers.) There are differences in the plots of a vs input position depending on
whether the second or the third ADC is involved. As illustrated in Figure 26 for the case of
a 10-count offset in the second ADC, the characteristic shape of Figure 14 (for the baseline
case) is retained when any parameter of the second ADC is varied, or when only the noise is
varied for the third ADC. However, as shown in Figure 27, the shape of this curve (as well
as its amplitude) changes when the gain or offset of the third ADC is increased. The two
cases are distinguishable by gaps as well, which are not discussed in this document.
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Thus, the analysis shows that, for all reasonable parameter ranges, the second ADC will
not pose a problem for positioning. Furthermore, gain variations and noise (digitization)
within expected limits in one of the "side" ADCs will not present a problem, but offset
variations can.

5.4 Varying a Single Preamplifier
Before beginning the discussion of detailed results concerning variations in gain, offset and
noise for a single preamplifier, a remark must be made concerning how the analysis was done.
In all prior analysis, the value of (J" is calculated from the values of Deale from each individual
event. In the cases pertaining to variations in a single preamp, however, the analysis is
done by referring to smaller files which contain information for each bin rather than each
event: in other words, average values have been recorded for each bin. By weighting these
numbers according to the number of events in each bin, a meaningful figure of merit is
recovered. However, by first averaging over bins, the rms value of 0, or (J", will always be
reduced (although the mean value of 8 can be recovered). The two types of analysis can be
compared by examining Table 4, which gives the figures of merit obtained in both fashions.
This is also illustrated in Figure 28, where (J" is shown for two cases: the top curve (labelled
actual rms_calc) shows the case where (J" is calculated event-by-event, and the bottom curve
shows (J" obtained by using the weighted average values in each b'in. Also shown in the figure
are the slope (labelled m) and intercept (labelled b) of the best-fit lines to the data points.
As can be easily seen in the figure, for our purposes it is adequate to use the bin-averaged
value for (J", while recognizing that the numerical values may differ slightly from those found
by performing the analysis event-by-event. For the case illustrated, the two types of analysis
would yield values in columns 3 and 5 of Table 5 which differ by less than 7%.

5.4.1 Varying the Gain of a Single Preamplifier

Figures 29 and 30 show the distribution of Draw = Xaet-Xraw as a function of true input
position for a 5% increase in the gain of preamp #6 (Figure 29) and in preamp #5 (Figure
30). It should be noted first of all that Figure 30 can be obtained from Figure 29 simply by
sliding the curve to the left one tap. This is a confirmation of what is to be expected: that
the particular choice of which tap is "tweaked" is immaterial. The range of taps affected
extends to the tweaked tap N and the two side taps N :1:1, but not to taps N :1:2. Because
we have effectively truncated the analysis with only half the range appropriate for taps 4
and 8, it is necessary to sum the two regions together before calculating, for example, the
mean value of Draw'

Figures 31 and 32 show the corresponding plots of Deale = Xaet-Xeale as a function of true
input position for a 5% increase in the gain of preamp #6 (Figure 31) and of preamp #5
(Figure 32). Because the same correction factor was not selected in each case, the curves
are not identical. However, they do show the expected behavior in that they are similar,
but shifted with respect to each other by one tap. The general analysis for variations of a
single preamp will therefore restrict itself to a discussion of the case of varying the gain of
preamplifier #6. (Similarly, in the discussions concerning offset and noise, we will restrict
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ourselves to varying preamplifier #6.) Obviously, the conclusions are applicable to variations
in any particular preamplifier, N. Therefore, in the figures the taps are identified according
to the "tweaked" preamplifier (at tap N), the two taps to the side (taps N :l:l), and the
unaffected taps beyond (taps N :f:2).

In Figures 29 and 30, it is evident that taps N+2 and N-2, which are unaffected by
the perturbation of the preamp corresponding to tap N, show a symmetric distribution of
Draw about 0, ranging smoothly from about -115 /-lm to +115 /-lm. The distribution is also
symmetric at tap N, but the range is greater, as expected. For taps N+1 and N-1, the dis-
tribution is no longer symmetric: Draw is raised, on average, for tap N+ 1 and symmetrically
depressed for tap N-1. In addition, the range of variation is less. These qualitative obser-
vations are reflected in Figures 33 and 34, respectively showing the mean and rms values of
XacrXraw as a function of the percentage gain increase in preamplifier #6. As expected,
taps Nand N :f:2 show a mean of ° in Figure 33, reflecting the symmetry seen in Figure 29.
It was noted that Xact-Xraw was raised for tap N+1, indicating a positive mean value; this
is also seen in Figure 31. Tap N-1 was symmetrically depressed, and this is also evident.
Figure 34 illustrates the remarks made about the variation in range observed in Figure 29.
As remarked, tap N has a greater range than the unperturbed taps N :f:2, and this is reflected
in the fact that the rms value shown in Figure 34 is greater for tap N. Conversely, taps N
:f:1 had a smaller range of variation than the unperturbed taps, and this too is evident. It
is clear in Figures 33 and 34 that the variation is approximately linear with gain. The data
have been plotted with best-fit lines. The slopes are indicated in the figures.

Figures 31 and 32 can be characterized in a similar fashion. Figure 35 shows the mean
value of Dcalc=Xact-Xcalc' Taps Nand N :f:2 have zero mean (where the distribution for taps
4 and 8 have first been added together because the full range for each of these taps is not
included). This is to be expected: when a linear correction factor (a constant) is applied to
the fine positions contributing to Xraw, symmetric distributions of Xact-Xraw (with respect
to zero) result in symmetric distributions of Xact-Xcalc' Thus, the mean value of XacrXcalc
is zero for taps N, N :f:2. Tap N+ 1 still has a positive mean value after correction, and tap
N-1 has a negative mean. Again, it is approximately linear with gain and the best-fit line is
plotted.

Figure 36 shows the rms value of Dcale. Note that the curve (connecting the raw data
points) for tap N+1 overlaps that of tap N-1. This is also true of the curves for tap N+2
and tap N-2. Note that the rms value of XacrXcalc in Figure 36 is considerably reduced in
scale relative to Figure 34, indicating the efficacy of using a simple linear correction factor.
Figure 37 shows the data of Figure 36 plotted with the best-fit lines. The slopes are also
indicated. Since the preamplifier gains are matched to better than 1 %, the projected limit
on degradation in positioning would be about 4.6 /-lm for the worst case, taps N+1 or N-1.
Thus, we do not expect preamplifier gain variations to pose a problem in positioning. The
position accuracy is not projected to degrade to 6 /-lm until the gain of one preamplifier is
increased by 1.4 % relative to the others, as shown in column 5 of Table 5.
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5.4.2 Varying the Offset of a Single Preamplifier

Figures 38 and 39 show the effect of introducing an offset into one preamplifier. Figure 38
shows 8raw=Xact-Xraw as a function of input position when preamplifier #6 is given a 10 mV
offset. Figure 39 is the corresponding plot of 8calc=XacrXcalc' Figure 38 shows that 8raw is
symmetric about zero for taps Nand N:l:2. Tap N+l is raised, and tap N-l is depressed
relative to zero. This is clearly indicated in Figure 40, which is a plot of the mean of 8raw
as a function of offset. For each offset, taps Nand N:l:2 show zero mean, whereas tap N+l
shows a positive mean and tap N-l a negative mean. The dependence with offset is linear.
Figure 41 shows the rms value of 8raw' Since tap N:l:2 is unaffected when tap N is "tweaked",
the rms values will not change. This is seen in Figure 41, where the N:l:2 curve is flat. In
Figure 38, 8raw varied through a greater range for tap N than for taps N:1:2, and this is
reflected as an increased rms value in Figure 41. In Figure 38, taps N:l:l are additionally
offset, so the rms value is larger still in Figure 41.

Figures 42 and 43 are plots of the mean and rms values, respectively, of 8calc=Xact-Xcalc'
The symmetry about 8raw=0 in Figure 39 explains the qualitative behavior of Figure 42. In
Figure 43, which shows <7(the rms value of 8ca1c), the data have been fit with quadratics
whose parameters are indicated on the plot. Again, the general behavior can be predicted
from Figure 39. For example, in Figure 39, 8 is very far from zero for taps N:l:l, so that the
rms value in Figure 43 is much larger than for the other taps. Since taps N:l:l constitute
the worst case, it has been used to determine the maximum allowable offset. As shown in
column 5 of Table 5, <7=6/lm will be reached for an offset of 2.5 mV. Since the preamplifier
offsets are expected to agree within 1 mV, this does not pose a problem.

5.4.3 Varying the Noise of a Single Preamplifier

Figures 44, 45 and 46 show the effect of introducing noise into a single preamplifier. In these
figures, the noise of preamplifier #6 has been increased ten-fold, to 0.7%. Figure 44 is a
. histogram of the input event distribution as a function of Xraw' Notice in this figure that the
first and last taps (taps N:l:2) have the least noise, the center tap (tap N) has more noise, and
taps N:l:l have the most. This is to be expected from the way tap N enters into the position
algorithm (see Section 4.2). Figure 45 is a plot of 8raw=Xact-Xraw vs true input position,
Xact, and Figure 46 shows 8calc=XacrXcalc' The noise follows the expected behavior as was
seen in Figure 44.

Figure 47 is a plot of <7as a function of noise expressed as percentage of the total charge.
As before, the noise was introduced only into preamp #6. To simplify the figure, only curves
for taps N, N-l and N-2 are shown. Quadratics have been fit to the data, and the parameters
applicable to tap N-l are indicated in the figure. Since taps N:l:l constitute the worst case,
the parameters indicated on the plot have been used to determine the maximum allowable
noise. As shown in column 5 of Table 5, <7=6/lm will be reached for noise equal to 1.04% of
the total charge. This is much larger than typical values ( .07%) found in the laboratory.
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5.5 Conclusions of the Modeling
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Within the limits imposed by the modeling as outlined previously, we conclude that the
current design of the event processing electronics does not pose a problem for the accuracy
of the positioning algorithm. We find that the positioning accuracy_is largely insensitive to:

1. Uniform variations in gain or offset for preamps and ADCs, and

2. Variations in gain, offset or noise in the second ADC (associated with the coarse
position).

The areas which have the most impact on the position accuracy ~nd merit attention have
been identified. In particulary:

1. Noise in the preamps should be controlled, since this statistical effect cannot be cali-
brated out and is underestimated by the model.

2. An offset greater than ,,-,4 digital counts in the third ADC (i.e., either of the ADCs to
the "side" of the second ADC) would need to be calibrated out. (Note that 4 counts
is within the full scale error of the ADCs.)

3. The present performance ratings of the preamplifiers assure that they are adequately
matched. However, if the preamplifier gains or offsets vary beyond these limits (by a
factor of "-'2), then the effect would need to be calibrated out.

6 Algorithm Noise Factor

6.1 Knapp Analysis

The analysis below is a summary of that presented by Knapp, computing the positional
uncertainty of a 3-tap algorithm due to electronic noise. Recall (Section 4.2) that for a
3-amplifier system, the position can be given by

p = 5.+1-5;_1 _ 5.+1-5;-1
5.-1 +5.+5.+1 - 5

The position uncertainty is given by

where Ue is the rms value of Ne, the noise electrons of the preamplifier and post amplifier
combined. (The combined noise is called the front end noise.) This leads to

If we deposit charge at a fractional distance m from the amplifier i, between i and i + 1,
then the charge division becomes
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We obtain

Si = (1 - m)S
Si+l = m S

and Si-l = 0

17

For a 3-amplifier system, the spot can extend over two taps with a centroid limit of :l:t
tap. A plot of k = (2 + 3m2)t is given in Figure 48. It is apparent that k varies from a
minimum of .J2 at m = 0 to a maximum of 1.66 at m = :l:t, the extremes of the centroid
range. If no noise contribution from the crossed grid is assumed, the maximum error will
occur at m = !,with

.6.Pmax = 1.66~
Figure 49 illustrates this range of k, not only for a 3-tap algorithm, but for algorithms

involving 2-taps through 6-taps. (The hatched portion in the figure indicates the range
between minimum and maximum errors.) It is evident from the figure that increasing the
number of taps will increase k, and hence the noise.

Recall that for the general case in which, for example, the 3-amplifier system may be
connected with many groups in parallel over a partitioned anode, we have:

.6.1

.6.1
1
n
k
9
Ne

S

l._ Nekg21
- Sn
= uncertainty in location
= length of anode
= number of partitions over the length of the anode
= algorithm noise factor
= number of amplifier groups connected in parallel
= noise of a single amplifier
= (total) signal

The general analysis shows three trends:

1. increasing the number of partitions, n, improves the resolution;

2. k increases with increasing number of amplifiers (i.e., a 4-tap algorithm has more noise
than a 3-tap algorithm); and

3. if amplifier groups are connected in parallel, 9 is greater than 1 and .6.1 is increased.

The algorithm chosen for HRC is a 3-tap algorithm selecting a discrete group (unlike the
arrangement for the Einstein HRI). The selection of 3 taps was made based on the minimum
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number of taps consistent with the expected size of the charge cloud.
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For HRC, we have ~ = 1600 11m and 9 = 1. If we use typical values of O"e = 8000
electrons, S = 1.2x 107 electrons and k '" 1.66, we obtain O"p = 1.7 11m. This is in good
agreement with the modeling results, for which we found rms(Xact- Xca1c)= 2.2 11m after
linear correction (which corrects well but imperfectly).

6.2 Application to Experiment

This discussion below summarizes results obtained by Murray and Chappell (1988). Four
images of a test mask obtained with the HRC prototype were analyzed in order to determine
the spatial resolution. These images were obtained with 3,4,5 and 6-tap algorithms. It was
assumed that the image quality was due to two components: the effect of electronic noise
(with FWHM re1ec) and systematic contributions (rsys) such as the MCP pore size. The
contribution from the electronics was assumed to be equal to an effective value of the noise
coefficient, k (as discussed above in the Knapp analysis), times the contribution of a two-tap
system

Best-fit values of re2 and rsys were obtained:

rsys=22.7I1m
re2=l1.0 11m

These were found to agree reasonably well with what would be expected based on a
12.5 11m pore size and the measured rms noise.
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Figure 1 Major elements of HRC. (Murray and Chappell,
1985)
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Figure 8 Gaps apparent in raw fiat-field image. "De-gapping"
is accomplished by applying a linear correction factor. (Chappell
and Murray, 1989)
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Figure 10 Principal of signal location by resistive charge
division. A current impulse io=qul,(t) is injected to a uniformly distributed
resistor, total resistance R, at coordinate x. The currents flowing into the
shorted ends A. B are such that (i) i,.+is=io' and (ii) iAR.=isRs' RA and Rs are
the resistances between the point of current injection and the ends of the
resistor. Obviously: (iii) RA=(xjL)R,and (iv) Rs=(l.,.-xjL)R. Manipulation of
(iHiv) gives the result: isjio=isj(iA+iS)=xjL.

(b) Amplitude ratio Q,. Broken curve = ideal. Full
curve = measurement (the s-curvature is exaggerated for the purposes of illus-
tration). (Fraser, 1989)
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Figure 11 Histogram of input events as a function of Xraw
to show gaps. The true input distribution (as a function of Xacd
is uniform. (Ba.seline case)
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F. 13 PI t f ( v. X as a function of true19ure 0 0 Uraw=.'\.act - raw
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Figure 14 Plot of 8calc=Xaet - Xca1c (after linear correction
factor has been applied) a.s a function of true input position,
Xact, for the baseline case. Note that applying a linear correc-
tion factor reduces the position error by more than an order of
magnitude.
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Figure 15 Plot of (J = J(Xact~:calc)2 in pm as a function of
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corresponding to 1volt. The noise has been varied equally in all
preamps.
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Figure 16 Plot of a as a function of preamp noise expressed
as a percentage of the total signal. Four different values for total
signal are examined, ra.nging from 6xl06 electrons to 1.15xl08

electrons. The noise has been varied equa.lly in all preamps.
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Figure 17 Plot of (J as a function of ADC noise in digital
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Figure 18 Plot of (J as a function of preamp offset in mV.
The offset has been varied uniformly in a.ll preamps.
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Figure 19 Plot of a as a function of ADC offset in digital
counts. The offset has been varied uniformly in all ADCs.
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Figure 20 Plot of (]"a.s a function of percentage increase in
gain over its default value. Only the gain of the second ADC
ha.s been va.ried.
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Figure 21 Plot of (]"as a function of percentage increase in
gain over its defa.ult value. Only the gain of the third ADC has
been varied.
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4

-----
9 2--"-'"
<.)

"t;
<.)

~
I 0-<.)
"~
II
<.)

"t;
<.) -2"0

-4

37

o 200 400
bin number

600 800 1000

Figure 26 Plot of hcalc as a function of true input position
Xact• In this case, a lO-count offset has been introduced in the
second ADC.
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Xact' In this case, a lO-count offset has been introduced in the
third ADC.
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Figure 29 Plot of braw=Xact - Xraw as a function of true
input position Xact for a 5% increase in the gain of preamp #6.

100

-100

~
d

~, a
i:l
d

~
II
~
dveS -50

--6 50-'-'"

100

--6- 50'-'"
~
d

~,
i:l

0d

~
II
~
d
l-

t.<;;)
.50

-100

o 200 400 600 800 1000
bin number-

Figure 30 Plot of braw=Xact - Xraw as a function of true
input position Xact for a 5% increase in the gain of preamp #5.
Note that this plot can be obtained from Figure 29 by shiftin,e:
the curve over one tap.
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Figure 31 Plot of Dcalc=Xact - Xcalc as a function of true
input position Xaet for a 5% increase in the gain of preamp #6.
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Figure 32 Plot of Dcalc=Xact ~ Xca1c as a function of true
input position Xaet for a 5% increase in the gain of preamp #5.
This shows similar behavior to that of Figure 31, except shifted
by one tap.
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Figure 44 Histogram of input events as a function of Xraw
to show gaps. The true input distribution (as a function of Xact)
is uniform. Noise has been increased ten-fold in preamp #6 only.
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Harvard College Observatory
Smithsonian Astrophysical Observatory

October 16, 1991

To:

From:

Subject:

cc:

HRC science

K. Flanagan

Modeling

J. Gomes

This memo is intended to document the results obtained with a first cut at the modeling

of the HRC. In this memo I treat only the results obtained in varying the width of the

charge cloud assuming a Gaussiad distribution. No attempt has been made to include

parameters (gain, offset and noise) for amplifiers or ADC's, and distributions other than

Gaussid have not been considered.

1. I calculated the correction factor for each event generated by solving the following

two equations simultaneously:

where Xtrue is the true input position from the model, Xca1c the the raw calculated

position using the three-tap algorithm (which leaves gaps), Xcp is the coarse position

and Xfp is the fine position as determined by the three-tap algorithm (see Chappell and

Murray, SPIE 1159, 460 (1989)). The parameter b is the linear correction factor. Plots of

the results are shown in Figures 1 and 2. It is evident that a single value for b is quite good

9: Erratum; This should read "Lorentz", not "Gaussian".

99: Erratum; This should read "X " not "X "raw ' calc
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over the whole range, except possibly near X jp=O. (However, b seems to be symmetrically

distributed about the mean there. and division by Xjp would naturally result in the large

scatter of values seen near X jp=O.) Thus, we can expect a single constant correction factor

to provide a fairly good result.

A single linear correction factor was applied and the positions were recalculated. The

root mean square difference between the true position and the calculated position was used

as a figure of merit to gauge the effect of different correction factors, i.e.

(j=

As shown in Figure 3, (j has a well defined minimum and varIes linearly with the

correction factor outside this region. This region of minimum (j is enlarged in Figure 4.

The mean (1.1539) of the individual correction factors plotted in Figure 2 did not represent

the optimum case (i.e (j was 22.1 % higher). This can be understood by careful inspection of

Figures 1 and 2, where it can be seen that the appropriate correction factor increases slighly

toward the half-tap positions, the point of greatest discrepancy between true position and

calculated position. Alternatively, by weighting the individual correction factors according

to a normalized value of (Xtrue - Xca1c)2, a very close estimate (1.1581) of the optimum

correction factor (1.1577) is found. ( In this case, the correction factor differed by .03%

and (j was .24% higher relative to the optimum case.) Therefore, I have considered this

technique adequate for establishing the appropriate correction factor without resorting to

an iterative search.

2. For the simple case considered here, the model generates equal gap widths, no matter

which particular gap is examined. Thus, it was necessary to examine only one gap in detail

for each charge cloud distribution modeled. The data below reflect the results.
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3. The gap edges are found (as expected) to be located according to

edge = :f::.5 (gap width) + (gap center)

Since the gap centers are known and edge locations are well defined by the gap width for

this simplified model, the gap width and the location of either gap edge con&titute equivalent

parameter.s.

4. The gap width is linearly related to the width of the charge cloud distribution, as

shown in Figure 5.

5. The correction factor as a function of gap width in bins is shown in Figure 6. The

best linear fit to the function is given by:

corfac = 0.005446 * (gap width in bins) + 0.9655

This will predict the correction factor to better than 1.2% (0.0124) over the range

shown, corresponding to an error of 0.7% (or 0.009 microns) in the predicted rms value of

Xtrue - Xca1c (i.e., (7 as defined above).

6. The rms value of Xtrue - Xca1c as a function of gap width is shown in Figure 7. The

best linear fit to the data is given by

rms (microns) = .0435 * (gap width in bins) + .602

This fit will predict the rms to better than 0.1 micron (better than 7%). Since the

largest value of (7 is less than 4 microns, it seems that a linear correction is sufficient, and

there is no need to go to higher order corrections. We may want to consider using the

maximum value of Xtrue - Xca1c instead of the rms value.

CONCLUSIONS

A linear correction appears to give adequate (a few microns) adjustment to the cal-
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eulated event positions without resortmg to higher order corrections. The appropriate

correction factor can be directly obtained from the gap width (or the edge position), and

from this gap parameter the rms error in the position correction can also be predicted.
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Harvard College Observatory
Smithsonian Astrophysical Observatory

February 11, 1992

To:

From:

Subject:

cc:

M. Zombeck

K. Flanagan

HRe 1'lodeling Update

K. Daigle

This memo is an update on some of the modeling results since October. These results
should be viewed as preliminary.

The modeling at this point examines the effect of three parameters on two components
of the electronics. The three parameters are: gain, offset and noise. The two components
are the preamps and the adc's. There is one preamp associated with each tap, and there
are three adc's. In our ;three-tap algorithm', we engage all three adc's in detecting an
event: the three adc's are assigned to the three taps involved in the algorithm. The center
tap is that associated with the largest charge (voltage) collected (i.e., the 'coarse position').
The two taps to either side are involved in determination of the fine position. A single
linear correciion factor is assigned to multiply the fine position, and a final position Xcaic
is calculated. If we define b as the difference between the true or aciual input position
(Xacd and the final calculated positi0n (Xealc) (i.e .. b=Xact-Xealc), then a useful figure of
merit is (7, the rms value of b:

(7=
(Xtrue - X'calc)2

N

This figure of merit (7 is discussed below. In addition. some remarks about the effects on
the gap width and placement will be made.

I. Varying parameters for ALL preamps or adcs:

1. Varying (equally) all gains of all preamps, or of all adcs, had no effect (as expected).
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2. Increasing noise in all preamps or in all adcs increased. (j. The gaps didn't change in
placement or width.

3. Increasing the offset in all preamps or all adcs increased the gap width and (only
slightly) increased (j. The gaps did not move when the offsets of all preamps were
varied.

II. Varying CENTER ADC

1. Increasing gain increased the gap width. and decreased (j. This is understood because
the fine position is calculated according to Xfp=A-C/(A+B+C), where B refers to
the signal of the center adc. Gaps did not shift.

2. Increasing offset increased the gap width but didn't affect gap placement. which is
to be expected because the adc involved is the ;;symmetric" one. The figure of merit.
(j, increased.

3. Increasing noise did not affect the gaps, but did increase (j.

III. Varying ADC number three (ADC to the right side).

1. Increasing gain decreased the gap width and "moved" the gap to the left (i.e., both
sides of the gap move by unequal amounts). The figure of merit (j increased.

2. Increasing offset increased the gap width and moved the gap to the left. (j increased.

3. Increasing the noise had a very slight effect on the gaps, and increased (j.

-t. Varying a single adc in general produced symmetric results in plots of 8 vs input
position. so that at no single tap was the effect different than at any other. This is
an advantage arising from the fact that all three adc's are involved in calculating the
position (and obtaining 8 and (j), no matter where the initial event arrives. In the
above cases, however, all the preamps were identical in all respects including noise,
which was fixed at IxlO-4 ,"olts rIDS. (The total charge generated for each input
event was 1.2xl07 electrons.)

IV. Varying a single preamp

1. Varying a single preamp introduces assymetries in the curve of 8 vs input position.
This more complicated case is presently under investigation.
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In the cases above. the following ranges of variation were tested .

• Preamp Noise: up to factor of 10: default value is Ix10-4 volts

• Preamp Offset: up to 60 mV:default value is 0 (::i: 1mv)

• Preamp Gain: up to 10% increase: default value is 8.7x10-8 (::i: .5%)

• ADC Noise: up to 30 digital counts: default value is 0

• ADC Offset: up to 30 digital counts: default value is 0 (::i: 1mv=1.6 counts)

• ADC Gain: up to 10% increase: default value is 1638.4 (::i: .5%)

IMMEDIATE AREAS OF INVESTIGATION:

Three areas of investigation are under way; (1) understanding that gap changes are as
expected (and can be predicted). (2) deriving the numerical estimates of what percentage
change occurs in u given a 1% change in any individual parameter. (3) modifying the range
of variation to reflect real ranges (already suggested by engineering) and identifying the
most likely areas of improvement.



62



Center for.Astrophysics

63

Han"ard College Observatory
~mi thsonian .-\strophysical Observatory

Memorandum

60 Garden Street. Cambrid~e . .\1.-\ 02138

From: .J. Chappell
Phone: 617 -195-71-10
F.4X: 617 -19.5-73.56
e-mail: j hc9!cfa.harvard.edu

To:
Date:
Subject:
File:
Cc:

HRC Science Distribution
\Iay 27. 1992
CGCD model V2.0
091191.1.tex
.Jack Gomes

I have just finished the first cut at a modeling program for the crossed grid charge
detector (CGeD). This memo describes the use and limitations of this first model.

1. The ~Iodel
In summary, an electron charge cloud form the MCP is collected on a one-
dimensional grid of wires. The charge is resistively divided between the grid
ta.ps. Each amplifier tap is characterized by a gain, offset. and noise figure.
The three .-\DC's are characterized in the same mannor. .-\ more complete
description of the modeling can be found in two papers published in SPIE
(ref... ).

.) The Command Line
The CGCD model is invoked with the following syntax:

$ cgcd < mcp_events > cgcd_events

In this version. the program accepts one-dimensional '\lCP-events' from stdin .
.\ \JCP-event is characterised by four numbers. the event number. the y-
position. the standard deviation of the charge distribution. and the total num-
ber of electrons in the exiting charge cloud.
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O.OOOOOOe+OO
:.OOOOOOe+OO
2.000000e+OO
3.000000e+OO
4.000000e+OO

5.407183e+OO
4.224508e+OO
4.774785e+OO
6.396198e+OO
4.310660e+OO

2.000000e-01
2.000000e-Ol
2.000000e-Ol
2.000000e-01
2.000000e-Ol

1.200000e+07
1.200000e+07
1.200000e+07
1.200000e+07
1.200000e+07
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Each ascii field of the mcp_e\'ent is seperated by a \vhite spacel S J.

L '.'ommand Line Parameters
l{untime parameters can be supplied to the program usmg switches on the
(ommand line.

usage: cgcd -[nlpaDv] < mep_events
n - number of taps to be used [12]
1 - distribution type [gau]
p - preamp file name [preamps]
a - ade file name Eades]
D - Debug Level [0.00]
v - sees Version Level

The -n switch selects the number of taps to be used in the model. The default
is 12. The larger the number tends to increase the runtime of the model. N
should be 8 taps more than the number of taps you model. This means if your
y- input positions run from taps -l-8. .:'J' should be 0-12. The -1 switch seleects
the charge cloud dristribution type. Version 2.0 only supports a Gaussian
distribution. The later versions will support Lorentz. triangle. and skewed
Gaussians. The -p switch sets the file name that contains the preamplifier
parameters. The -a switch selects the file name that contains the ADC oper-
a.tional parameters. The -0 switch sets various debug levels. Increasing the
debug level will cause the program to print more about the internal calcula-
tions. The debug output is directed to stderr. The -v switch prints the current
SCCS version number. Since the program will change over time. it~s a good
idea to verify the version number of the program.

-to Preamplifier Characterizations
Ea.ch preamplifier is characterized hy three parameters. the ;-,molifer gam
m(t~oltslelectron), the amplifier offset b(volts). and a noise figure untrms-
I'oits). The output voltage on the i-th tap is defined by:

i..; = miQi + hi + f( t'ni) (1)

The nominal gain m value is 8.7£-8 V/e-. The tolerance of each channel is
-1- O..j%. The temperature drift is less than +/- [0.1%].



The nominal value of b is 0 volts. with an initial tolerance of ~,- 1mV and a
'emperature drift of "';"'- :O,lmV].

The nominal \'alue of ,'n is 7£--1:\'olts rms (SOOOe-rms, when connected to a
~rid with SDK between taps accorciing to test data. In ,'ersion :2.0. the noise
'o'omponent is calculated using a random number (drand-1:8) betwf'en a and 1.0
! tmes ,on.

J. ,\ DC Characterizations
,\5 above. each ADC is characterized by three parameters. the .-\DC gain
:llldigitaLnllmberjt'oltl. the ADC offset b(digitaicountsi. The digital number
.)utPut of the i-th ADe :is e:iven bv:

• ~ 0
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DNi = mi~i + b; + f(dn;j (2)

The nominal value of m is 1638--*digital counts/volt. The tolerance of each
channel is +/- 0.5The temperature drift is less than +/- 0.1%. The nominal
\"alue of b is a volts. with an initial setting tolerance of +/- [lmV]. The tem-
perature drift is less than +/- O.lm V. The value of dn should be' negligible for
a properly aligned system.

6. ('CeD output
The program output is directed to stdout in the following output.

o 5
1 4
2 5
3 6
4 4

618
421
123
605

513

817
985
982
827
911

84 1.011e+OO
124 1.008e+00
422 1.00ge+00
86 1.00ge+00
103 1.006e+00

\Vhere the first column is the event number. The second is the tap coarse
position. Columns :J.-!.,j are the digital output for the three taps centered
about t he coarse position. The last column is the total charge collected from
,dl preamplifiers.
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The Advanced X-Ray Astrophysics Facility High Resolution Camera

Stephen S. Murray and Jon H. Chappell

Smithsonian Astrophysical Observatory, 60 Garden Street Mail Stop 6, Cambridge MA 02138

Abstract

The HRC (High Resolution Camera) is a photon counting instrument to be flown on the
Advanced X-Ray Astrophysics Facility (AXAF). It is a large field of view, high angular
resolution, detector for the x-ray telescope. The HRC consists of a CsI coated
microchannel plate (MCP) acting as a soft x-ray photocathode, followed by a second MCP for
high electronic gain. The MCPs are readout by a crossed grid of resistively coupled wires
to provide high spatial resolution along with timing and pulse height data. The
instrument will b~lgsed in t~o modes, as ! direct imaging detector with a limiting
sensitivity of 10 ergs/em sec in a 10 second exposure, and as a readout for an
objective transmission grating providing spectral resolution of several hundreds to
thousands.

Introduction

The next major x-ray observatory planned by NASA is the Advanced X-Ray t~rroPhysiCs
Facility (AXAF) , for which there was a recent Announcement of Opportunity for
instruments. Among the four instruments selected for Phase B design definition study is
the High Resolution Camera (HRC). This is a photon counting detector which provides high
resolution images of celestial x-ray sources along with precise information on photon
arrival times. and low resolution spectral data.

The AXAF is intended to be a long lived major observatory with a lifetime in excess of
15 years. It will be launched sometime in the 1990's and will carry a 10 meter focal
length x-ray-telescope consisting of six pairs of nested Wolter Type I mirrors. The
telescope will have on axis angular resolution of about 0.5 arc-seconds, and will operate
over the energy band from 0.1 to 10 keY. In addition to the HRC, the observatory will
include a low energy transmission grating spectrometer (LETGS) that is read out using the
HRC. There are two higher energy transmission gratings and three other focal plan
instruments that were also selected for Phase B study~ These~re discussed in companion
papers presented at this conference.

The overall scientific objectives ofAXAF are (1):

.To determine the nature of celestial objects from normal stars to quasars .

.To understand the nature of physical processes which take place in and between
astronomical objects .
.To understand the history and evolution of the Universe.

The HRC will be used to address these general areas of research. Some of the specific
scientific investigations that can be carried out are studies of:

.The nature and origin of the cosmic x-ray baCkground and the relative contributions
of quasars, prj'lIordialgalaxies, and diffuse gas at cosmological epochs •
.The nature and origin of nuclear activity in galaxies and quasars. and the physical
relationships between AGNs and their host galaxies •
.The structure and evolution of galaxy clusters and s~perclusters as probes of the
formation of galaxies and theories of the early universe •
.The mass and nature of haloes of galaxies as derived from observations of the hot
gas they contain and from the x-ray properties of stars •
.The origin of stellar activity as manifested in the x-ray emission from winds and
coronae of stars.

These scientific studies require the high angular resolution made possible by the x-ray
optics ofAXAF and the imaging performance of the HRC. They also require the use of the
grating spectrometer to obtain high spectral resolution data for various classes of x-ray
sources.

Instrument Description

The HRC is a single photon counter. that is it detects individual
the position. energy. and time of arrival tor each. The detector is
microchannel plates and an elec~ronic readout. It is similar to the
HEAO-2 (Einstein. Observatory) High Resolution Imaging Detector (HRl)
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:lawlessly for 2~ years in-orbit. ~he main detector properties are summarized in table
1.. they include high spatial resolution and high time resolution over the entire field of
view. low internal background. low sensitivity to cosmic ray induced background, high
x-ray quantum efficiency from 0.1 to 8 keV. and modest energy resolution particularly at
low energies. Compared to the Einstein HRI, the AXAF HRC has SUbstantially increased
capability in the areas of quantum efficiency, detector size, reduced background rate, and
intrinsic energy resolution. These properties of the HRC, combined with the large area of
the AXAF x-ray optics lead to an increase in point iource sensitivity of 50 compared with
the Einstein HRI. The low background of the HRC also provides a sensitive detector for
studies of diffuse sources. The high efficiency and high spatial resolution of the HRC at
:ow x-ray energies allows it to be used as an efficient readout for the grating
spectrometer. particularly below 0.5keV.

The x-ray detector, shown schematically in figure I, consists of a protective UV/Ion
shield; a photocathode, which converts the incident photons to electrons: a set of
microchannel plates (MCPs), which amplify the electron signal while maintaining high
spatial and temporal resolution: and electronic read out, which uses resistively coupled
crossed wire grids (CGCD): and an active plastic scintillator anticoincidence shield,
which reduces the induced cosmic ray background. The entire instrument includes two
detector assemblies which are housed in a vacuum chamber with calibration and checkout
mechanisms such as a UV calibration system, radioactive x-ray sources, and fiducial
lights. Electronics providing low voltage power, high voltage bias, event processing,
command decoding, and telemetry are also part of the instrument.

7he HRC has two principal operating modes, as a direct imaging device and as a readout
for the objective grating. In the imaging mode, a single detector assembly is active and
the center of the detector is nominally at the axis of the x-ray telescope. In the
spectroscopy mod~ there are several possi~le combinations of operating detectors and
telescope axis positions~ The nominal configuration will be with both detector assemblies
active. and the telescope axis position offset to the interior corner of a detector. The
detectors are oriented to provide maximal spectral coverage in both first order images
from the grating. The low energy grating dispersion is such that in this configuration
wavelengths shortward of -140A will fallon the detectors. The two detector assemblies
are slightly tilte~with respect to one another (-30 arc-minutes). This approximates the
Rowland circle of the grating and maximizes the energy resolution at the longest
wavelengths. Focus adjustments are also provided since the optimal axial position differs
in the imaging and spectroscopy modes.

The Instrument Principal Investigator (IPI) team for developing the HRC includes
members of the Harvard-Smithsonian Center for Astrophysics, Leicester University, and the
University of Hawaii. Overall direction of the project is through the Principal
Investigator (PI) at the Smithsonian Astrophysical Observatory (SAO). In the Phase B
design definition portion of the project, major responsibilities for detector study have
been spread out among the participating organizations to take advantage of the expertise
available. Specifically, photocathode ana MCP studies are being jointly carried out at
SAO and Leicester, UV/Ion shield design is being done at Hawaii, and the readout system
and active anticoincidence are being developed at SAO.

Instrument Development

Each of the major detector elements contributes to the overall performance of the HRC.
The window determines the low energy efficiency of the detector while providing shielding
against ultraviolet radiation and low energy ions which would otherwise dominate the
instrument baCkground. The photocathode determines the quantum efficiency, uniformity of
response. and energy r?!ylution. We have selected CsI for the photocathode based on the
work of Fraser et ale who have demonstrated many of the desired properties of a soft
x-ray photocathode. The microchannel plates determine the limiting spatial resolution due
to their pore size. The operating voltages on the MCPs effect the gain uniformity of the
detector. ~he internal background, and the spectral resolution. The crossed grid charge
detector readout also determines the spatial resolution of the HRC, particularly important
parameters are the wire and resistor uniformity, and the operating voltages.

Photocathodes

The use of CsI as a soft x-ray photocathode has been discussed by Fraser et ale (4),
who have measured various properties of CsI deposited directly ont~5' microchannel plate.
7heir latest results are described elsewhere in these proceedings . (5~appell et ale
have evaporated up to 26,000 A of CsI onto the front surface of an MCP and have
confirmed the efficiencies reported by Fraser. The stf9yg dependence of coated MCP
detector quantum efficiency on the angle of incidence requires the deposition geometry
to be optimized for the particular application. In the case ofAXAP, the cone angle of
the telescope beam ranges from 2- to '-, and the plate must be coated at angles at least
this shallow to insure adequate penetration of the CsI into the channels. The coating
process must also be uniform and cylindrically symmetric to insure that there will not be
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systematic variations in efficiency or gain. This requires carefully controlled
conditions in the deposition process such as rotation of the MCP with respect to the CsI
source and sufficient source to MCP distance to insure uniform illumination. In figure 2.
the quantum efficiency versus energYals shown for the HRC. This curve is based on
theoretical calculations by Fraser and normalized by measured values at several
energies. The effects due to absorption edges in Cs, I, and the MCP glass are included.
(9)In addition to the high detection efficiency afforded by the use of CsI, Fraser et ale

have shown that ~ is possible to operate CsI coated MCPs in a mode whereby energy
resolution is obtained. Figure 3 shows an example of the pulse height distributions
obtained at two different energies using a CsI coated MCP. Fraser and colleagues present
more re~ent fsyults on this aspect of coated channel plates in their contribution to these
proceedJ.ngs .

We have invesfiSlted alternatives to directly coating MCPs with x-ray photocathodes.
Henke and Henry suggested that free standing cathodes made by depositing low density
("fluffy") CsI on thin plastic films could yield high quantum efficiencies. particularly
at energies above 6 keV. We constructed this type of photocathode by evaporating CsI onto
stretched polypropylene in a chamber filled with nitrogen at low pressure. The resulting
photocathode was placed in front of an MCP chevron and operated at various voltages with
respect to the front channel plate. The quantum efficiencies measured were not
significantly higher than those for the deposited photocathodes. Moreover, at low
energies the window absorption resulted in lower net efficiency when compared with
directly deposited cathodes.

We also examined the energy resolution performance of the fluffy photocathode and found
that there was no measurable difference in pulse height distributions as function of x-ray
energy. This is because the fluffy photocathode produces a secondary electf~~)
distribution that peaks at one electron independent of the incident energy . Only the
tail of the distribution changes with energy, and this effect is washed out by the MCP
gain characteristic. In the case of deposited CsI photocathodes, the most probable num~9i
of secondary electrons depends on incident energy and thus provides energy resolution .
The secondary electron yield from CsI deposited onto the MCP increases with increasing
x-ray energy. However, the depth of penetration of the x-ray photon also increases with
energy so that the most probable number of electrons that escape into the MCP channel to
begin the multiplication process does not grow linearly. Measured performance indicates
that useful spectral resolution can be obtained only for x-ray energies below about 2 keV.

Microchannel Plates

The microchannel r~.ltes we have been using for the HRC are manuractured by Mullard Ltd
in the United Kingdom. These are 100mm x 100mm square plates with 12~ pm pores on 15 ~m
centers. The plates have a length to diameter (l/d) ratio of 120/1, and were specially
manufactured for this application. We have also been 'using somewhat more standard 36mm
diameter MCPs from Mullard for our deposition and quantum efficiency measurements. Tests
with the large area plates have been limited to imaging studies and background
measurements. When we are able to obtain additional large area plates, we will carry out
coating tests and lifetime studies to confirm the results from the smaller plates. Since
the MCPs are made from the same glass and go through similar processing as the standard
Mullard MCPs, we do not anticipate any significant performance changes. We note however,
that the background rate in the one set of large area plates we have tested is
substantially lower than that of any set of MCPs we have previously measured. This low
internal background significantly improves the overall detector performance in terms of
signal to noise and sensitivity to low surface brightness objects. We are currently
investigating the reasons for such low count rates in a joint program with our colleagues
at Leicester University.

The imaging performance of the HRC is demonstrated in figure 4. Here we show an x-ray
shadowgraph obtained with the large area MCPs that were illuminated through a mask made
from 5 ~m thick nickel. The readout used is a 15mm x 75mm CGCD connected to a HEAO-2
event processor. As shown in the figure, the detector can easily resolve the smallest
slit pattern on the mask corresponding to 20 Ip/mm. An analysis of the image, assuming a
gaussian point response function for the detector, results in a measured spatial
resolution characterized by FWHM = 25 ~m ( = 10.6 ~m). The resolution obtained is
limited mainly by MCP pore size with a small contribution due to electronic noise.

We have recently had discussions with Mullard regarding the availability of large area
MCPs with smaller pore size. There appear to be no technical problems with manufacturing
them in the HRC format, however at this time there has been no official quotation form
Mullard for prices or delivrsY schedule. The potential advantages of such plates are
discussed by Fraser et ale in terms of improved spectral resolution and lower
background. Based on the imaging results discussed above, we predict that MCPs with 8(g~
pores would yield spaxjal resolution characteriz~d by a FWHM of 20~. Fraser et ale
have shown that the smaller pore size MCPs can be sucessfully coated with CsI and that
they yield improved pulse height distributions.

Read Out System
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:~e c~ossed grid charge detector (CGCD) used for the Einstein HRI has been described in
~ne literature (3,12). We have constructed two larger readouts which provide 75mm x 75mm
ac~ive area for i~aging studies. The i~aging data discussed above was obtained with one
~f t~ese CGCDs. The data show that the coarse/fine position determination algorithm can
~e scaled f~om the 25mm unit with no loss in resolu~ion.

7~e £instein HRI readout system used 17 preamplifiers per axis to divide the image
?lane iTIto 16 x 16 coarse position elements. In the case of the HRC we will have 65
~reamplifiers per axis and 64 x 64 coarse image elements. The fine position is determined
from a cen~roid calculation or the charge collected on the grid wires. The precise
algorithm to be used for the ERC is one of the areas of investigation during Phase B. For
:::insteina 'threT12rP' calculation was carried out using an analog divide circuit and a
~ulti?lying ADC . ?or the HRC were are considering the use of a digital processor and
= 'four tap' algorithm. The advantages of this approach are faster event processing time
and less systematic distortion in the calculated position. To allow a more complete
evaluation of this design, we have built a set of prototype processing electronics which
are interfaced to a MASSCOMP MCS-500 computer system. The electronics provide the coarse
position encoding and digitization of signals from the CGCD. The computer is used to
carry cut the fine position calculation which can be modified via software so that a
number of algorithms can be studied. The MASSCOMP also serves as the ground support
system for the HRC providing command. status, and imaging display capabilities.

Background

T~e sensitivity of MCPs to high energy charged particles and gamma rays is a major
:ontributor the the total background in detectors such as the HRC. ~n order to minimize
:~is background source we have designed the instrument with a plastic scintillator shield.
:aboratory measuremeflts show that between 50% and 85% of cosmic ray muons produce events
:~ the ERC. 3ecause the HRC is a photon counting detector, it is possible to reject
cosmic ray induced events using an anticoincidence system. The resolving time Of_the HRC
is fast ( 10usec), and the total count rate from cosmic rays is low « 100 ct sec ).
The HRC will process all events and include the status of the shield so that the induced
events can be screened out during ground processing. Measurements of the pulse height
distribution from shields similar to the one plannT~3for the HRC show that more than 99%
of all minimum ionizing particles can be detected and thus this component of
background effectively reduced.

The background due to gamma rays and compton scattered electrons is not reduced by the
anticoincidence system. However. the HRC is relatively insensitive to gamma rays as
demonstrated by the observation that the background rate for the Einstein HRC did not
increase significantly in orbit over the ground rate. We have measured the response of a
chevron MCP detector to gamma rays from 60 keV to 400 keV using radioactive sources.
For gamma rays that pass through the plates in the plane normal to the channel axis (the
maximum amount of material), there is about a 3% chance of an interaction which is
independent of the gamma ray energy in the region studied. Most of these interactions are
s~ngle compton scattered electrons that are knocked out from the channel walls. These
electrons produce low amplitude events in the MCP first because they are single electrons
initially. and second because most events occur part way down the channels resulting in
:ess gain. By setting the valid event threshold high enough most or these events are not
~rocessed.

Instrument Performance

The ~redicted performance of the HRC depends upon the performance or the individual
elements of the instrument as described above. and the manner in which the AXAF spacecraft
and x-ray telescope'perform. The baseline AXAF mirror areas are given in the Announcement
~t,9Pportunit7. Based on the recent ~easurements from the Test Mirror Assembly (TMA)
\~~ , ~he expected mirror scattering function and figure have been revised (favorably).
We have taken a surf~r;e roughness of lOA and a FWHM of <0.5 arc-seconds to characterize
the mirror. Image quality also depends on the precision of the aspect solution obtained.
We have assumed that the total on axis point response function will have FWHM <1.0
arc-seconds. In calculating the HRC sensitivity, we included the effects of a 3000A thick
Lexan UV/Ion shield overcoated with 500A of aluminum. The CsI quantum efficiency shown in
figure 2 was assumed.

The detector background is derived from three components, the internal MCP noise,
cosmic and gamma ray induced events, and diffuse x-rays. The contributions of these
comconents are listed in table 2. The internal MCPbackground rate is that measured in
the' laboratory for HRC type plates as discussed above. The cosmic ray rate assumes a 99~
rejection efficiency using an anticoincidence shield. The diffuse x-ray background is
ba~ed on a model consisting of th~3e p~;ts: a thermal galactic comP9nen~2with temperature
:oJ .':. emission measure 1.5 x 10 cm cc, Hydrogen column 1 x 10- em.; a second 6
c~erm~l galactlc compoc~nt ~~th temperature 10°.0 .~, emission measure 3.6 x 10-~ =m- pc.
~ydrogen column 1 x 10~v em -; and a power law extragalactic component of "the form
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The
10E-1.4 -2 -1 -1 -, 20 2photons em s keV ster - with a hydrogen of column density 3 x 10 cm-
emission measures and Hydrogen column densities used are typical for high galactic
latitudes.

3ased on these inputs and assumptions, we have calculated the HRC sensitivity for on
axis point sources and diffuse sources of 20 arc-second extent. Figure 6 is a plot of a
typical sensitivity calculation showing the minimum detectable source flux as a function
of observation time. In this figure, the criteria for detectability is that the source
flux be measured with a 5 statistical precision (20% measurement error). The source
spectr~6 wa~2taken to be a power law with photon index 1.4 and with a hydrogen column of
3'x 10 em .
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Figure Captions

Figure 1. Schematic Diagram of the AXAF HRC showing the major functional elements.

Figure 2. Quantum detection efficiency of the HRC versus x-ray energy.

Figure 3. Sample pulse height distributions f9~m a CsI coated MCP at two incident
energies (taken from Fraser et al ).

Figure 4. An example of HRC imaging performance. X-ray image through a shadow mask place
directly in front of the detector and illuminated with low energy x-rays f~om a
continuum source.

Figure 5. The sensitivity of the HRC as a function of exposure time for point"like and
extended sources.
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The AXAF High Resolution Camera

Stephen S. 11urray
Jon H. Chappell

Smithsonian Astrophysical Observatory

9 July 1988

1 Introduction

The High Resolution Camera (HRC) [12}is one of four instruments selected
for detailed design definition as a focal plane detector for an upcoming
!\ASA mission - the Ad\-anced X-Ray Astrophysics Facility (AXAF) [2J.
which is scheduled for launch at the end of calendar year 1996. The camera
is a microchannel plate (MCP) based detector utilizing a CsI photocathode
to enhance X-ray quantum efficiencyin the 0.1 to 10.0 keY energy band.
An electronic readout provides better than 25~m F"li11 spatial resolution
over a 100mm x 100mm active area.

The HRC is closely related to the High Resolution Imaging Detector
(HRI) which was successfullyflownon the Einstein (HEAO-2) Obsen"B.tory
[3] from 1978 to 1981. A similar detector has been built for the ROSAT
Observatory [4]which is scheduled to be launched in February of 1990. The
major difierences between the HRC and its predecessors are in overall size
(20 times greater active area), quantum efficiency (3 to 4 times higher),
count rate limitation ( 2 to 5 times greater count rate), background (3 to 5
times lower), and energy resolution below 2 keY (some compared to none).

\Vhile .the basic x-ray detector is similar to previous instruments. the
electronic readout and processing chain of the HRC incorporate major im-
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provements in technology that allow digital event handling. This results
in an extremely i3.exiblesystem which is also fast enough to process up to
10,000 events per second as compared to under 1000 events per second in the
analog based systems. The periodic nature of our coarse/fine electronic po-
sition encoding can result in periodic spatial distortions in the image plane
[5J. We have made models of the position algorithm that reproduce this
behavior and illuminate the most imponant sources of this feature. Based
on these models we can minimize the distortions in the raw detector output
and more importantl)" we can make systematic corrections to the data to a
high degree of precision. ""e have also studied the relative contributions of
electronic noise in the readout preamplifiers compared with the systematic
sources of readout noise such as the finite size of the microchannel piate
pores.

2 Detector Description

The major elements of the HRC are depicted schematically in figure 1.
The active sensor is a CsI coated MCP followed by an uncoated UCP in
the "chevron" configuration which pro"ides high electron gain ,,;thout ion
feedback [6]. A thin plastic ,,;ndow. coated with aluminum on both sides
senoesas an ion shield and a UV filter. This eliminates background from
geocoronal emission. especially at 305A. The filter also reduces the detector
sensiti\"ity to hot stars which emit strongly in the UV continuum arounci
1600A. The HRC baseline filter is 6000A of Parylene-!\. coated with 300A
of aluminum on the front and back sides.

The readout consists of orthogonal planes of wires which are connected
to each other via a chain of discrete thin film resistors. Periodically there is
a connection to a low input impedance charge sensitive preamplifier so that
the charge cloud emerging from the MCP chevron is collected and divided
according to Ohm's law (7J. The MCPs and readout are contained in a
vacuum enclosure to allow ground operation and to provide protection for
the components. A plastic scintillator behind the detector functions as an
anticoincidence shield for cosmic ray induced background.
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The MCPs are 100mm x 100mm square. and other elements of the
detector are sized accordingl)". These large area plates are manufactured
specifically for the HRC by Mullard Ltd. in the United Kingdom. The
11CPs ha\'e l2.5~m diameter pores on l5~m centers. and they are 1500~m
thick corresponding to a length-te-diameter ratio of l:d = 120:1. These
plates each have a 6° to 8° bias and are rotated with respect to one another
in the plate holder to give the standard cheYrOnconfiguration. The is a
small gap between the plates of about 400~m. which is electrically biased
with a slight retarding voltage of 50 to 100 volts. The front :!\lCP has
about 1300 volts bias. and the rear plate is biased at about 1500 volts.
This gives a most probable gain of about 107 electrons per incident x-ray,
and a pulse height distribution characterized by a F'YHM of 100%. These
are typical values for Mullard MCPs of similar properties and operated at
similar voltages [8]. The rear surface of the rear MCP is held at ground
potential.

The crossed grid charge detector (CGCD) readout uses 100~mdiameter
gold plated tungsten alloywire on 200~m centers to form the two collecting
grids. These are formed on a ceramic frame whichsets the two planes about
400~m apart. The grids are suspended about 1000~m in front of a solid
conducting plane - the reflector. which is electrically biased about 50 volts
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negative with respect to the grids. The grids are biased about 250 volts
positive with a small potential ( about 1volt) difference to assure an even
charge split. The thin film resistors are manufactured on ceramic strips
with the same pitch as the wires (1 resistor per 200~m). These are bonded
to the grid frame and each resistor is electriea.llyattached t'o the grid wires
using short lengths of 25~m gold wire and an ultra-some ",.•ire bonder. The
preamplifiers are connected to every 8~ grid wire. The 100mm x 100mm
liRC readout has 1025 wires. 1024 resistors, and 128 preamplifiers.

The va.cuumenclosure is a stainless steel housing with a motor driven
door. The door is sealedwith an "o"-ring and is positi,'ely latched. Ceramic
multi";re feedthroughs are used to bring the 256 preamplifier connections
out from the vacuum chamber. The chamber is continually pumped while
on the ground using a small ion pump. Pressure is maintained below 1
x 10-5 torr. The pump is turned off a short time before launch and is
not used during flight. The MCPs and CGCD may outgas. building up
the pressure inside the vacuum chamber to levels that could damage the
thin plastic UVlion shield when the chamber door is opened. To prevent
this. a solenoid acth-ated vent valve is used to equalize the ''Bcuum in the
chamber ,,;th the spacecraft en,;ronment prior to door opening. \Yith this
arrangement. it is possible to operate the HRC on the ground to veriiy
proper performance. and to keep the vacuum door closed in orbit until the
spacecraft has outgassed to acceptable levels.

The anticoincidence shield is a single piece of plastic scintillator "iewed
by redundant photomultiplier tubes (PMTs). \\'e use 1/2 inch thick stan-
dard scintillator material. and low background P~1Ts. The scintillator.
phototubes, coupling techniques, and preamplifiers are the same as those
used in a balloon experiment (EXITE) recently constructed at SAO and
flownfrom Australia to observeSN1987a (9].About 99%of charged panicle
cosmic ra.yinduced events can be eliminated using this shield.

SPIE Vol. 982 X .Rsv InnrumentBrlon In Asrronomv /I f1988J / 51



3 Readout System

3.1 Charge Division

The readout system we use is an extension of the Crossed Grid Charge
Detector [7J developed for the Einstein and ROSAT HRI's. One of the
characteristics of these detectors is the presence of "gaps~' in the trans-
formation from real detector coordinates to electrical coordinates during
e"ent processing, and then back to real coordinates during ground process-
ing. This is due to the discrete number of preamplifier readouts ("taps" 'J

used in the CGCD. The basic charge division process is illustrated in fig-
ure 2. One of the two grids is shown in cross section. The wires are eyenly
spaced with equal open and closed areas. The)" are connected b~'resistors
(Rv.. = 10K Ohms). A low input impedance charge sensith.e preamplifier
taps off the charge at everr 8th wire so that the tap-to-tap resistance is
Rf = 8. R'U).
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I I
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I I
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! I
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d i 'I I: I

I II

i: I;
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Figure 2: Schematic Diagram of CGCD in One Dimension

A charge q that is deposited on the ph wire past a tap iwill be resistively
divided so that the charge collected at the taps i and i+ 1will be given by
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applying Ohm's law:

f Qi+lp=----
Qi+l + Qi

\Yhere Ip is the position (in units of preamplifier tap spacings) past the
first tap ,,'hich collects charge.

The total event position is then gh'en by the first tap number (the coarse
position) plus the above fine position.

\Vhere Qi and Qi+l are the charges collected at taps i and i+ 1respectively.

The event position can be calculated from the collected charge according
to:

3.2 Charge Spillover

If the charge cloud emitted from the 1\.JCPswas collected on only one ''''ire of
the grid, the event position ,,'ould al,,-&.ysbe digitized to the wire pitch. A
high resolution readout would require finely spaced wires. many indh'idual
resistors, and a correspondingl)' large number of preamplifiers. In the HRC.
we allow the electron cloud to spread while traveling from the rear of the
MCP stack to the CGCD so that many ,,;res collect charge. The same
position calculation will work since the algorithm appropriately weights
the charge collected on each ,,;re. In this case, the fine position ,,;11vary
continuously as the center of the electron cloud moves within the taps.
This t~tap algorithm is the simplest form of the coarse/fine position
calculation. However. for events near a tap when the electron cloud extends
over more than one wire, some of the charge collected may not be used in
the position calculation. This "charge spillover" effect is shown in figure 3.
and results in distorted positions being calculated. A specific example
demonstrates this effect.
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Figure 3: Charge Spillover Effect

3.2.1 Specific Example

Consider an electron cloud v:ith a one-dimensional charge density distribu-
tion giyen by a triangle function (chosen only for illustrative purposes. with
half width of 3 wires), and take two locations for the center of the event -
case (a) where the charge falls entirely within two taps (centered on \\;re
4 in the figure); and case (b) where the event is .near a tap (centered on
'i\;re 1 in the figure). Tables 1 and 2 show how the charge is collected and
dh;ded by the grid and what the total charge collected on the preamplifier
taps will be. all normalized to the total charge in the e'.ent. The wire and
tap numbering scheme corresponds to that used in figure 3.

Using the values given in the tables v.'ecan calculate the event positions
using the tw~tap coarse/fine algorithm and compare them to the true
positions. In the first example, where all the charge is collected on the
nearest two taps the calculated and true positions agree. .In the second
example the calculation gives fp = 0.146 of a tap spacing, and the true
position is 0.125. The difference is due to the small amount of charge that
gets collected on the (i -1)th tap. Notice that the percent error in position is
2.1% of a.tap spacing or 16.8% in a differential sense. but that only 1.5% of
the charge was not used. Figure 4 shows the calculated versus true position
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Table 1: Collected Charge for Event on \\"ire 4

215 I 0.000 1107.500 I 107.500 ij~ totals I

',,"ire# Charge Fraction Collected at Tap
on ¥lire i-I 1 i+l

-3 0 0 0 0
-2 0 0 0 0
-1 0 0 0 0
0 0 0 0 0
1 1 0 j/8 1/8
2 24 0 6/8 2/8
3 48 0 5/8 3/8
4 69 0 4/8 4/8
5 48 0 3/8 5/8
6 24 0 2/8 6/8
j 1 0 1/8 j/8
8 0 0 0 0
9 0 0 0 0

for this example and illustrates .that a "gap" in calculated positions occurs
ior events at the taps. In this example the gap size is 10%oi a tap spacing.

3.3 Multi-Tap Fine Position Algorithms

One wa)' to avoid the charge spillover effect is to make the electron cloud
narrow. As already pointed out, this leads to a readout that is digitized at
the grid wire spacing. The other alternative is to use coarse/fine position
algorithms that make use of more than two taps. In the above examples a
three-tap algorithm of the form

f Qi+l - Qi-lp=-------
Qi+l + Qi + Qi-l
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Table 2: Collected Charge for Event on \Vire 1

Wire # Charge Fraction Collected at Tap ,
on Wire i-I 1 i+1

-3 0 0 0 0
-2 1 2/8 6/8 0
-1 24 1/8 i/8 0
0 48 0 8/8 0
1 69 0 i/8 1/8
2 48 0 6/8 2/8
3 24 0 5/8 3/8
4 1 0 4/8 4/8
5 0 0 0 0
6 0 0 0 0
7 0 0 0 0
8 0 0 0 0
9 0 0 0 0

83

~ totals I 215 I 3.250 1181.625 I 31.125 ij

would completely eliminate the gaps. Detailed calculations of the charge
spillover effect have ben made by Chappell and Murny flO] for a variety of
charge distributions (functional forms ,and characteristic v.oidths)in oreier
to determine the relationship between the gap size and map distortion to
the amount of charge that is not included in the calculation. The results
are similar to the simple case discussed above.

This approach can be extended to algorithms that use as many taps as
desired in order to insure that there is complete charge collection within
the signals used for event position calculation. Two problems arise. First
the electron cloud distribution from the MCPs appears to have a core/halo
type of stmcture and the halo extent is large on the scale of taps on the
CGCD. Second, and more important, is the extra uncertainty introduced
in the position calculation due to the electronic noise associated with the
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Figure 4: Gap due to "charge spiilo\"er" effect.

amplifiers.

3.3.1 Electronic Noise

Follov.-ingthe analysis done by Knapp [11], weha••.e computed the positional
uncenainty due to electronic noise as a function of fine position algorithm
for the cases of systems that use from two to six signals. The detailed form
for the linear combination of signal terms used in the fine position algo-
rithms is deri,-ed from the requirement that the calculation be linear when
all charge is collected, and it produce a single ,-a.luedone-to-one mapping
of real to electrical space. In effect a "center of mass" type of calculation is
made. This is discussed in more detail b)"Murray and Chappell (12]. and
Chappell and Murny 110). The electrical noise uncertainty is shown as a
bar chan in figure 5. The noise uncertainties are relative to the two-tap
case which results in the smallest electronic noise contribution. As pointed
out by Murray and Chappell {12},the noise contribution increases much
more rapidly than just the square root of the number of amplifier signals.
This is due to the high weighting of additional amplifiers in the position
algorithms.
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Table 3: Fine Position l:ncertainty (Electronic ~oisel

# Taps
2
3
4
5
6

~1inimum
1/Vt2
V2
v5
JiO
.J7O/2

~1aximum
1
v'IT/2
Y6
../45/2
Jf9

~1ean=KtQ"!
0.854
1.536
2.343
3.258
4.271

4 Measurements

The HRC prototype detector was designed to allow experimental inves-
tigation of the high resolution spatial properties of the instrument. The
electronic processor identifies the coarse event position using high speed
comparators and then captures the signals from the eight taps centered on
this position for further analysis in a real time computer system. These
data are also saved in unprocessed form as a data £Ie so that different fine
position calculations can be made for comparison. Figure 6 shows images
of our standard high resolution test mask taken v.;th the HRC prototype
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using three. four. five. and six tap algorithms. These are images made from
the identical raw data set. The three parallel slits outlined by a rectangle
in these images have been projected on to the x-axis to provide an estimate
of the image scale factor (microns/pixel) and equivalent one dimensional
gaussian spatial resolution. These projections are plotted in figure 7.

3 lIP aIgor'itl'Im
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Figure 6: Images of resolution mask v.-ith: a) 3-tap. b) 4-tap. c) 5-tap. and
d) 6-tap fine position algorithm.

We assume that the detector spatial point spread function (PSF) is ap-
proximately Gaussian characterized by standard deviation (7. and calculate
the convolution of the PSF and slit of width ,v to model the projected
data. The resulting integral can be expressed as:

I(r) = Herf (W~~r) +erf (W~;r)}
where erf is the error function. Using this convolution integral. we calculate
the relationship between the ratio of the measured quantity, the full width
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Figure i: Projections of Slits on X-Axis.

at half maximum of the projected data. to the slit width (r .Iit!'\\") and the
ratio of the full width at half 'maximum to the Gaussian width ([,I,ll' 0''''

This is plotted in figure 8.

\Ve measure r.I.t for each of the three projected slit images and take
the average value. The pixel scale is determined from the center-ta-center
spacing of the slits and the measured separation of the projections, rsing
the relationship in figure 8 we find the r,lidtr and finally tr which is the
Gaussian resolution of the detector. The FWHM resolution of the detector
is a measure of the size of independent image elements and is gi\'en by
reet = 2.354tr.
Wehave carried out the above procedure for the four images of figure 6.

and the results are listed in table 4. Using these data we can test the
noise model discussed above by assuming that the image quality is due to
two components - the effects of electronic noise (as discussed above) and
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systematic noise such as that due to the finite size of the ~ICP channels.
That is we assume:

r2 r2 . r2
del = elee ~ '11'

and.
r elee = ]{tap.r e2

where ]{tap. is the noise coefficient from table 3 relative to the maximum
two- ta p electronic noise r~2.

Table 4: Image Resolution

Number Observed Calculated Difference

of Taps FWHM F\VHM
2 24.55
3 28.0 28.28 0.27

4 33.9 34.32 0.42

5 43.3 42.39 -0.92

6 51.8 52.14 0.34

A least squares fit for the quantities r.y. and re2 yields the results
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given in table 4 with r'v' = 22.7~m. and re2 = 11.O~m.As shown in the
table the least squares fit matches the data points quite well. In addition
the systematic component is about the value expected on the basis of the
MCP pore size of 12.5Ilm. Finally the electronic noise corresponds to an
equivalent of 10. electrons from the charge sensitive preamplifiers which is
comparable to the measured nIlS noise.

5 Conclusions

Amajor design goal of the AXAF High Resolution Camera is to achieve the
best possible spatial resolution ";th minimum distortions in image quality
over a large field of vie"'. The charge dh;sion readout system based on
a crossed grid charge detector with periodic electronic sampling has been
shown to be an acceptable solution. Models for the distortions and dif-
ferential non-linearity that may arise from incomplete charge collection
show that these effects can be accurately calibrated and corrected if the
spillover is relatively small. The electronic noise considerations associated
";th multi-tap fine position algorithms lead to a readout design that uses
the least number of amplifiers consistent with the charge spilloyer con-
straints. For the HRC we find .that a three tap algorithm can be used and
that a simple linear correction for charge spillo,'er distortions is accurate
to better than 6~m an~-wherebetween amplifier taps.

The best measured resolution of the HRC has demonstrated that the
design goal ofF'\1iM=25Ilm can be achieved. It is also possible to improye
upon this result by using MCPs ,,;th smaller pore size and developing
electronics with lower noise levels. Both of these areas are currentl)' under
study.
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Position ModelingJor the AXAF
High Resolution Camera (HRC)

J.H. C1appc11and S.S. Mmray
Harvard - Smithsonian Cemer for Astrophysics

Cambridge. MA 02138

Abstract

The High Resolution Camera (HRC) is one of four instruments selected to fly on the NASA
Advanced X-Ray Astrophysics Facility (AXAF) [1].. The HRC is designed to delcct single X-ray
photon events in the soft X-ray energy nnge from 0.1 to 10. KeV. The measured spatial resolution
(FWHM) is 2S IJrn over a 100 cm2 deteCting area. This paper investigates the accuracy and limilations
of the position algorithm used with the amseIfine resistive wire readout system.

1. Introduction

In order to understand the limilations of our imaging system, we need to investigate how the
position algorithms are sensitive to various detector parameters such as the exiting MCP. charge
distribution function, lap spacings. amplifier gain effects, and amplifier noise. We begin our stUdies by
construCting a model of the charge collection mechanism. From this model, we are able to investigate
the various parameters that effect the errors in the position calculations. We then compare the
modeling results to the measured parameters from the del.eCtor.

2. Instrument Configuration

The detector system consists of four major components, the UVlion shield. microchannel
plates, the crossed grid charge del.eCtor,and the anticoincidence shield. These components are shown in
Figure [1]. The detector system is discussed in detail in Reference [1].

The charge cloud produced by the MCP's is accelerated toward the free standing orthogonal
wire grid. The wire grid is consists of two isolated wire planes. Each plane is a series of parallel wires
l00.J.I.in diameter placed on 200 J.I.centers. The grid potential is maintained at - +300V with respect to
the rear MCP which is maintained at ground potential. The potential on the grids are balanced such
that each plane captures 50% of the charge cloud.

In each plane, the wires are resistively coupled by 10K ohm thin film resislQrs. Every 8-lh
wire is connected to a charge sensitive amplifier (tap).

SPIE vol. 1159 X~Ray and Gamma-Ray Instrumentation for Astronomy
and Atomic Physics (1989), p. 460
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3. Charge Collection Modeling

We begin our investigations by COOS1lUctinga model !hat describes how the charge cloud is
distributed and coUected on each tap. Our ooe~ensional model begins with the following
sssumptions:

1. 'Ibat me discrete charge collecting area behaves u a c:auinuous mea.
2. 'Ibat if a charge dQ(X) is deposited on a AX length of wire centered at position %. then the

charge will divide between the twO .tja':cDl gps propcrtioDal &0 the distance to each tap
according to Ohms Law.

-3750V
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+ 250V

___---f

Figure 1: Schematic Diagram of HRe
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The charge collected on two adjacent taps due to a charge injection between the taps is given by

Qi
(Xi+! - x)

6Q(x)= (Xi+! - Xi)

Q,+! = (x - Xi+!)
~Q (x)

(Xi+! - Xi)

Where i represents the tap number, Xi is the tap position. and Qi is the charge collected on the i-th tap.
If we inject a series of discrete charges between twOadjacent taps. then the charge collected at the taps
can be expressed by
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4. A Skewed disaibution:

[ [ ]2]1 1 %-%0

1(%) = a-lfi UP"2 a

[ [ ]2]1 1 ,L-:,J!
1(%) = a-lfi UP"2 a + tJL'P (-j.l% )

This ISJIIUIleIricfunction is a combination of a Gaussian plus exponential distribution. Where %0

is the caner of me distribution ad a is Ibe SIIIldard deviation of me disaibution ( 2.36a =
fWHM).

These input disaibution flDlctions are shown in F"IglD'CS[28-<1]. These Figures show various
disuibution widths as a flDlctionof tap position.

6. Modeling Results. Position Calculation vs. Charge Distribution FUDctioD

We bave computed the charge collected at each tap position for various disaibutions and
injection positions. Using the calculated charge on each tap. we bave calculated the centroid position
of these distributions using a three tap algorithm. Figures [31-<1]show me calculated vs. the aewal
centroid position for.the various distributions using a 3-tap model.

In all cases. the position algorithm correctly predicts the centroid position of the charge cloud
if the total charge collected is within the lap-algorithm boundary. If the charge cloud extends beyond
the tap-algorithm boundary. the position is incorrectly computed. This error manifests itself as. "gaps"
in the calculated positions. Figures [4a-<l] show the relative position error as a function of the tap
position.

Figures [Sa-<l]show the excess charge spillover for various charge cloud disaibution widths as
a function of tap position. Figures [61-<1]show the resulting gap width as a function of the percent of
charge that is lost or unused in the position algorithm. In general the accuracy of the position
algorithm is independent of the charge cloud distribution flDlctionwhen the total charge is used in the
calculations. Figure [7] shows a flat field illuminated X-ray image using a three tap algorithm to
calculate the photon positions. The effect of the charge spillover is clearly evidenL

7. FiDe POSitiODCorrectioD Factors

There are several remedies available to correct Ihe error in the fine position calculation.
Ideally, one would select a tap spacing and fine position algorithm that would incorporate all of the
exiting charge. Due to amplifier noise consideration (Reference[l]), the optimal fine position algorithm
uses three taps. This leaves only the adjusunent of the tap spacing such that all of the charge is
collected on three taps. Increasing the tap spacing places a larger constraint on the accuracy of the
digitizing electronics (ADC). As the tap spacing increases. the accuracy of the AOC must increase to
preserve the spatial resolution.
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Where n is the number of charges injecU:4. For. cominuous charge distribution. the c:barge collected
can be expressed by

~I+l
(Xi+l - x) dQ (x)

~I+l

Qi = t = L-1 t <Xi+1 -.x) jCx) d.x
(Xi+I-Xj)

.Ii+1
<Xi+1 - x) dQ (x)

.Ii+1

Qi+1 = t = L-1 t (Xi+1 - x) j(x) d.x
(Xj+1 - Xi)

Where j (x) is the linear charge density disaibution f&mctionand L is the separation distance between
the taps. If the charge disaibution extends over II -laps. the collected charge at each lap is given by

Xi+1

Qi = L-I L. (Xi+1- x) j(x) d.x
I

L-1 {xli.+'Qi+2 = (.x - Xi+,) j (.x). dJ: +
1+2

x
i
_

Qi••• = L-I J (.x - Xi_-1) j (.x) dJ:X
i

__

1

4. Position Algorithms

With the above fonnalism in place. we can calculate the charge collected on each tap as a
result of the injection of different charge disaibutions. We will use use this infonnation to explore the
accuracy and limitations of the position algorithm as a function of the charge cloud distribution.
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The event position is defined by the sum of a coarse and a fine position measurement

The c:cmse positiODof an event is determined by Iocaring the tap X_ lbat bas collected the
largest charge from the wire grid The fine posilion is deIenniDed by a cenuoiding algexilhm. The fine
posilion algorithm uses the cbarge co1lecled on the 8djacem IIIlplifien (lIpS) to deIennine me position
of the event with respect to me X_ position. The derivation of the fiDe position algorilbm is
discussed in Referenc:e[l].

The 1hr'ee-tap fine position algoridun uses d1e c:barge collected on the center Xi tap plus the
charge collected on the two lapS Ioc:alcdon ether side. Xi-1 and Xi+1•

X
_ (Qi-r-Qi+l)

filv(J) - (Q Q Q )i-I + j + i+l

Qj represents the charge c:ollectedon the Xi tap.

s.MCP Charge Cloud Distributioa FUDetiDDS

The next $tep is 10 model me effects of different charge cloud disttibution functions with the
fine position algoridun. We have selected four charge cloud disttibution fW1Ctionsto model:

1. A Gaussian disttibution:

Where %0 is the center of the disuibution and (J is the standard deviation of the disuibution (
2.36<1 = FWHM ).

2. A Lorentzian disuibution:

1
f(.%~o.n =

1t

Where.%o is the center of the disuibution and r is the full width at half maximum (FWHM). The
standard deviation of the disttibution is 2.350' = r.

3. A uiangular disuibution:

.%0
a = -2 I r; b = 1+ 2rFor .%~o; i

.%0
For .%<%0; i a = 2 I r; b = 1 - 2r
Where r is the FWHM of the triangular disuibution function.
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Another correction memod is to modify the three lip algorithm 10 account for the loss of
charge. For our detector sysaem. we have chosen to correct the positional error by modifying the fine
position algmilbm. The new fine position can be expressed in lenDS of a linear expansion of the
originial 1bree tap ine position.

Figure (8] shows a plot of dle diffm=ce between the acma1 IJld caJcu1ated position using the
unmodified 1bree tap position algorithm. The positional error becomes P=Iter the further away from
center tap. The standard devia1ion in the posi1ioDerror for &be1IDCiQmIC~ algorithm is 0.013 tap
(21.8~).

Figure 7: X-ray Flat Field Image
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5.0

In Figure (9] shows the same plot using a linear correction factor to the fine position algorithm. By
applying a linear com:c:tion factor to the fine position algorithm. the fine position elTOrcan be reduced
significantly. The SW'I(iarddeviation in the position error for the corrected algorithm is 0.003 tap
(4.9~). For a given charge cloud disttibution function one can determine an optimum linear
correction faclOr. The results for a Gaussian charge cloud is shown in Figure [10].
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We can further improve the fine position algorithm by combining a linear plus a quadratic
correction factors.

Figure [11] shows the residual errors over a tap region using this algorithm. The CJ has now been
reduced to .0004 Lap(1.14 ~) over the region.
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Figure 11: Relative Spatial Error With a Quadratic
Correction Factor vs. Tap Position
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8. Actual Charge Cloud DistributiOD Faction

In ardu to measure &beexit charge ctisaibulicn. the X-ray beam was collimiD8l.edsuch that the
regioo of exposure was cenu::redon • ringle lap. Our deteaor sysaem bas &becapability of measuring
&becollected charge on 8 lIpS cenu::redOIlabout me ccmse posiIioo lap. For our deI.ecur c:on6garation.
die cbarge disUibuliOllwas best fit by • Loremzian fuDaioD IS sbowD in Figure [l2a-b]. The shape of
the charge cloud remaiDed roughly CODSIaIltfor any positiOllKrOSS1be detector.

MOP Charge Distribution .-axis
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Figure 12: Measured Charge Cloud Distribution Function vs. Tap Position

9. Actual Position Calculations

The next step was to compare the modeling results using this best fit distribution function with
the actual detector petfonnance. Figure [13] shows a projection of a modeled flat field X-ray image
using a LorenLZiandistribution function with an uncorrected three tap algorithm to calculate the' photon
positions. The model predicts a gap width of -60 pixels. Figure [14] shows a projection 01 <all actual
flat field X-ray image using an uncorrected three tap algorithm 10 calculate the photon positions. In
this data set. the gap with is - 63 pixels. Using a mask of an array of pinholes we have verified that the
linear plus quadratic correction factors do indeed correct the image distortions as predicted
(Reference[1]).
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10. Modeling Results. Position CaicuiatiODVI. Amplifier Gain VariatiODS

In the above idealized model. there were DO asumptions made with respect 10 a ral1 e1ec:1rOIlic
charge collection sysrem. The !at lISt is ID iDcorpont.e amplifier pin YBriaIions It each tap position.
FIgUre (1S] depci1s a DQnD,umi amplifier pin map. Tbe pin of &beamplifier at lap position 6 is set
2% higher &ban abe CKberamplifiers. Figure (16] shows me spatial disUJnions produced by Ibis single
amplifier pin variation. The positions effected I1IDge from lip 4.5 1hru 7.s. To insure spatial
DDifonnity over me 100 cm2 detecting area. we ba~ found it Detessary 10 keep the amplifier pin
V8rialions below 1he 2% level.
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11. Conclusions

We have consaueted a position model Ihat c:orrec:tlypredicts the bebavicr of our coarseIfine
resistive readout sysaem. As • resuIl of the modeling we have obseried abe following:

• The modeling rcsul1s indicate Ihal me Ibree tap position aligoriduD correctly predicts abe cenuoid
position of the charge cloud when abe total charge of the event is used in abe c:alculation. The
SWIdard Ibree laP algoridun iDcorrec:tlyca'cnlates the positian when abe charge cloud extends
beyond the Ibree lap boundary. ADanifact of ~g in this invalid range produces -gaps- in the
calculated positions.

• We have CODSIrUCtedand verified simple modifications to the three tap algorilbm lhat correc:t the
position calculations.

• The modeling results indicated that the position calculations are insensitive to symmetric charge
cloud distribution functions .

• We have modeled and verified the effects of amplifier gain variation on position calculations.

• When using the measured exiting charge cloud distribution from me MCP. the model correctly
predicts the behavior of our imaging system.
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Imaging performance of a detector is generally characterized in three ways: spatial reso-
lution, distortion or differential nonlinearity, and uniformity of efficiency. The most general
of these characteristics is resolution, because distortion and non uniform efficiency can both
affect the resolution. Also, distortion and non-uniform efficiency can be calibrated out to
desired accuracy.

2. Uniformity of Efficiency

The uniformity of efficiency can be affected by factors such as the uniformity of the
photocathode coating. To measure the uniformity, the detector is illuminated by a uniform
X-ray beam. A histogram of the number of pixels against the counts per pixel yields a dis-
persion which can be compared with that expected from the counting statistics to estimate
the degree of nonuniformity. An example is shown in Figure 2.

3. Resolution

One way that resolution is determined is by measuring the detector's response to bar
patterns in a test mask. The effect is deconvolved with the slit width to obtain a numerical
estimate of the resolution under the assumption that the point spread function is a one-
dimensional Gaussian. More complex two-dimensional resolution determinations can be
made using pinholes and deconvolving with two-dimensional Gaussians. For ease of analysis,
and because the cgcd is basically two one-dimensional detectors, we use the simple one-
dimensional measures in each of the x and y directions. Measured resolutions are shown in
Table 1.

TABLE 1
Measured MCP Resolutions

Instrument

Einstein
ROSAT
HRC prototype

FWHM (JLm)

33
20
<25

Spatial resolution limitations can be divided into two categories (Lapington):

1. Those which impose an uncertainty, or noise on the signal without altering its mean
value (statistical errors).

2. Those which produce a geometrical distortion of the image (systematic errors).
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Included in the first category are true noise contributions (e.g., signal variations, elec-
tronic noise, etc.), and background events as well. These will be discussed in some detail
below. Included in the second category are such contributions as the MCP pore structure
and those things which directly affect the determination of the charge cloud centroid such as
cgcd wire uniformity and resistor uniformity. Those terms specific to geometrical distortions
are characterized by one of the remaining image quality tests, that of differential nonlinearity.

Consider first those resolution limitations which impose an uncertainty on the signal
without altering its mean value. These terms are broadly called "noise", although in the
literature the terms "noise" and "background" are frequently interchanged. Under ordinary
flight conditions, the background is derived from three components: (1) diffuse X-rays, (2)
externally induced events from cosmic and gamma rays and surrounding radioactivity, and
(3) internally generated signals from the MCPs or the internal MCP noise. In the context
of modeling, the issue of diffuse X-rays is not a factor. Cosmic rays account for about 0.015
'counts/cm2s of the background (excluding diffuse X-rays). The HRC anticoincidence shield
can be expected to detect more than 99% of all ionizing particles, reducing this component
of background. About 3% of gamma rays passing through the detector will cause a de-
tectable interaction. The electrons produced by them largely generate low amplitude events
that can be discriminated out by appropriately setting the event threshold high enough.
(In the laboratory environment, less than 5% of the background is caused by cosmic rays
or other forms of natural (external) radioactivity.) The last component to consider is the
internal microchannel plate background. Its count rate is about 0.2 counts/cm2s at sea
level, independent of X-ray bandwidth. Experiments have shown that the background is not
predominantly thermionic emission. Sources of this background, therefore, are presumably
residual ion feedback, defects in the tubes (i. e., cracks and whiskers) that are emitting elec-
trons via field emission, and internal radioactivity. Most MCP glass contains about 5% by
weight of potassium. It has been found that 40J{ emission accounts for both the observed
count rate and pulse height shape of Fig. 3, so that internal radioactivity dominates (:::::90%)
the internal background of the MCP operated at pressures below 10-6 mbar. HRC expects
to employ MCPs made with low radioactivity glass, reducing the internal background by at
least a factor of ten.

The remaining noise components that affect resolution are related to the anode and read-
out. In particular, the full width half maximum spatial resolution (~x) can be given as the
quadratic sum of several terms (adapted from Fraser, eqn 3.2).
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where

a: noise arising from the grid
d: digitization of the position signals in the ADCs, or finite

resolution in the signal processing chain
e: noise arising in the preamplifiers
p: partition noise resulting from the Poisson statistics on

counting a finite number of electrons on a small number
of discrete electrodes

f: transverse displacement of activated channels from the
original positions of X-ray interaction on the interchannel
web, where wf is the fraction of all events originating on
the interchannel web.

gl: jitter in the charge cloud centroid arising in the interplate
gap

g2: jitter in the charge cloud centroid arising in the MCP-
readout gap

D: channel diameter
17i rms position error introduced by factor i
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Four of these terms (a,d,e,p) are of the first type, imposing an uncertainty on the signal
without changing its mean value. Of these four, all are effectively included in the modeling
studies as noise. The others terms in the equation are of the type that contribute to a
geometrical distortion of the image, or affect the centroid determination. No matter what
type of readout is used, the fundamental limit to resolution is the channel diameter. In this
equation, it is not clear where distortion-type contributions from the electronics are included.
However, distortion contributed by the electronics at each tap is explicitly considered in the
modeling. For convenience, we may si~ply divide the terms into two types; systematic er-
rors, which we can correct for, and statistical errors, which we cannot.

4. Distortion

Distortion in the image can arise in the MCPs or in the electronic processor. Distortion in
the MCPs arises generally from packing defects. Electronic distortion is directly studied by
the modeling. As will be seen, it can be caused by factors such as mismatched preamplifier
gain. To measure the distortion, an image of a mesh pattern or uniform field of holes is
obtained. The rms deviation of the measured spacing relative to the expected position gives
the distortion or differential nonlinearity. As shown in Figure 3, tests on the HRC prototype
showed a differential nonlinearity of less than 1% (less than 2.5 /-lm) using a single linear
correction factor in the position algorithm (which is needed to correct for "gaps" as described
in Section 4.2).



MEMORANDUM

To: File
From: J. Gomes
Subject: Estimated Hybrid Preamp performance w/ low noise plates
Date: 7/29/94

The paragraphs below represent a "back of the envelope"
calculation of expected imaging performance of the hybrid
preamplifiers operating with the low noise (and low gain) channel
plates. The result of this calculation shows that the CEI
spatial resolution requirements would be met using the hybrid
preamplifiers now under development with the low noise channel
plates.

The now familiar algorithm for the HRC fine position is

FP=(C-A)/(A+B+C)

where A, B, and C are the signals at three consecutive taps.
When expressed in this form, the units of FP are taps, and the
allowable range of FP is from -1/2 tap to +1/2 tap. In the HRC,
the tap to tap distance is 0.0648 inches, or 1645.9 microns.

The HRC CEI specification paragraph 3.2.1.2 specifies that the
HRC shall have a spatial resolution of 25 microns or less FWHM.
For purposes of determining the amount of allowable electronic
noise, it will be assumed that the electronic noise is
responsible for the full 25 microns of signal spreading.
Although this assumption cannot be entirely true, test experience
suggests that that the electronic noise is at least dominant, so
this assumption is likely to produce a reasonable result.

The spatial resolution is primarily a result of the electronic
signal to noise ratio of the electronic system. The higher the
signal level, the smaller the degradation of the resolution due
to the noise. On the ROSAT program, the channel plates were
operated at a gain of 3 to 5 X 107 electrons, which is also the
approximate operating point for the standard HRC channel plates.
On the other hand, HRC may opt to fly "low noise" channel plates,
which have low dark current. These plates have the side effect
of having a gain of only about 1.25 XI07, which may increase the
resolution of the instrument for the lowest pulse heights. The
following development is an effort to estimate the noise
performance of the HRC using the low noise plates.

With noise sources shown for each of the three channels in the
algorithm, the fine position is expressed as



Since the sum of A+B+C is in the order of 6.25XI06 electrons for
each grid using the low noise plates, the lowest signals expected
(about 25% of the peak) would be about 1.5XI06 electrons. When
the noise sources are added in quadrature (because they are
independent), the total denominator noise is in -the order of
lXl04, which is negligible when compared to the denominator
signal, and can be neglected. The overall pertubation due to
noise can then be estimated as

nFP-1645.9*1.414nj(A+B+C) microns

where n represents the noise on any of the identical, independent
channels. Rearranging, n can be solved for.

n-(nFP*(A+B+C)j(1645.9*1.414) electrons

From the CEI, nFP=25 microns FWHM, and for a minimum signal of
1.5Xl06 electrons at the grids,

n-(25*1.5XI06)j(1645.9*1.414)

-16113 electrons FWHM

or =6856 electrons rms

This figure represents the maximum allowable noise for image
resolution within the CEI specification limits for the smallest
signals of interest for channel plates having a nominal gain of
1.25 X 107•

Given the maturity of the hybrid design, and the experience of
having tested more than 30 preamplifiers and having extensively
modelled the preamp noise performance in SPICE, it is likely that
all of the flight hybrids will perform well below their specified
noise maximum, and close to the observed 4700 electrons rms level
(when connected to simulated detector impedances) observed in
laboratory testing.

This conservative analysis shows that the hybrid preamplifiers
will perform well within the CEI resolution limits when operated
with channel plates having 1.25 X 107 gain.



MEMORANDUM

To: Distribution
From: Jack Gomes
Subject: Justification for the HRC ADC size
Date: 4/11/94

The number of bits that the on-board A/D converters must have in
order to be capable of addressing all pixels over the full
dynamic range of pulse heights is estimated below:

Assumptions:

1. The HRC 3 tap algorithm has a range of +1/2 to -1/2 coarse
positions, which is further subdivided into 256 pixels by ground
based software. Each pixel is approximately 6 microns in size.

2. The algorithm is described by

position=(a-c)/(a+b+c)

where a, b, and c are the three tap outputs to be centroided.

3. The dynamic range of pulse height required is less than or
equal to 32:1, which should be reasonable for the HRC plates.
(the EINSTEIN and ROSAT HRI instruments were 20:1)

The numerator of the algorithm must consist of at least 256
integers in order to fill each of the 256 pixels at a fixed
signal pulse height. It should be noted that the "a" term is
completely dominant at one end of the algorithm range, and the
"c" term at the other. As an approximation, then, "a" and "c"
each will have an ADC range of 128 pixels (or 7 bits) to cover
the range of the algorithm at the assumed single pulse height,
which would be the minimum pulse height for the system. For a
pulse amplitude range of 32:1, an additional 5 bits of ADC range
is required, making the total requirement 12 bits.

The current HRC design calls for A/D converters of 14 bits
(implemented as 12 bit devices with 2 bits of prescaling). The
design margin of 2 bits is accounted for as follows:

1. HRC will employ converters with no missing codes over
temperature, age, and device radiation life. This will
require the budgeting of one of the spare bits.

2. Based on the orbital aging effects of the ROSAT channel
plates (20% in 2 years), the HRC budget for this effect is
set at 1 bit (50% in 5 years) .



Note:

The gain of the particular set of plates to be flown may not
be known sufficiently in advance of preamplifier delivery in
order to optimize the electronic gain at the preamplifier
level. Any changes in the required electronic gain will be
accomplished by adjusting the prescaling in front of the
AID converters, therefore no bit budget is required to mathc
the particular plate set to the electronics.

Summary:

Baseline performance:

ADC differential nonlinearity:

MCP gain variations in flight:

Dynamic Range of signal:

TOTAL

Conclusion:

7 bits

1 bit

1 bit

<5 bits

<14 bits

1. The 14 bit ADC design being implemented in the HRC is
adequate, and includes adequate margin for forseeable preflight
and in-flight variations.

Comment: The above describes what is required to perform
adequately at the one pixel, or 6 micron level. It should be
noted that the imaging specification for the HRC is 25 microns
FWHM.



MEMORANDUM

To: File
From: J. Gomes
Subject: On-Board Test Pulse Generator
Date: 3/8/95

The HRC has an on board test pulse generator whose purpose is to
verify the gain, offset, and linearity of each channel of signal,
from the detector through to the point at which it becomes the
final digital data to be transmitted to the ground.

The test generator itself is operated using serial digital
commands for the on/off function, and to set the amplitude of the
pulses to any of 256 levels (8 bits). Serial digital commands
are also used to connect each amplification channel, in sequence,
to the on-board A/D converters.

The on-board pulse generator utilizes an D/A converter to set the
pulse amplitude required. It should be mentioned that drifts in
the absolute value of the pulse generator are of secondary
importance since the pulses applied to all channels experience
the same drift, and the position algorithm is amplitude
independent. What is important is ability to monitor the offsets
in each channel, which can cause image shifts at low signal
amplitudes, and gain differences among the channels, which can
cause image distortion.

The pulse generator is capable of producing output which can be
used to determine both gain and offset. The accuracy with which
this can be determined depends on the stability of the pulse
generator itself, which is an Analog Devices DAC-08, which has a
specified typical drift of 10 ppm/oC. Over the anticipated
temperature range of 250C I 25oC, the error for a typical device
would be I250 ppm, which is the equivalent of 12 bit accuracy
(referred to full scale), or approximately 1:4000. During
instrument fabrication, DAC devices will be screened for low
temperature drift, and their outputs will be completely
characterized.

For proper imaging, the gain of a channel should be known to
better than 1%, or 1:100. Measurement of thi.s parameter is
therefore not a problem with this system.

The offset of a channel can be determined by extrapolating the
data from many points toward the origin. It is expected that
this process would yield a result close to the 1:4000 mentioned
above. Since the offset specification for a channel is 1:667,
this method is expected to yield an accurate knowledge of this
parameter.



Offset Budget JG 10/5/94

No matter what the gain is, we will set it to 20% of full scale.
This is from a science request to put the peak at channel 50 out
of 250.

A minimum signal for processing is then at about 20% of that peak
(from Almus Kenter, 10/5/94), or 4% of full scale.

Assume each of two adjacent amplifiers have essentially all of
the signal at 4% of full scale each, or 400mv each. The
denominator of the algorithm fraction is then 800mv.

The question is ...how much numerator perturbance is required to
displace the event by a) one pixel, and b) to the CEI limit. The
numerator offset is due to 2 amplifiers, therefore the
perturbance voltage calculated will be twice the allowable offset
for a single amplifier channel.

or ..

For 1 pixel:

2 X offset /800 = 1/256 (6.25 um)

offset (max) = 800/(2*256) = 1.56 mv

For CEI limit:

2 X offset /800 = 4/256 (25 urn)

offset (max) = (800*4)/(2*256) = 6.25 mv

Given an overall budget of 1.5 mv, a reasonable assignment of the
error budget is as follows:

Hybrid preamplifiers 0.50 mv
Fast sample/hold 0.25 mv
S/H, ADC uncertainty * 0.25 mv
Contingency 0.56 mv

* This uncertainty relates to offset only, and should not be
confused with round-off noise. In the minimum signal range, the
round-off noise has a peak to peak value of 0.61 mv per channel,
or 1.22 mv on the algorithm. This is less than one pixel.


