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The Chandra Source Catalog: X-ray Aperture Photometry
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( Ihe Chandra source Catalog (CSC) represents a reanalygie entire ACIS and HRC imaging observations over the 9 N 1. NOTATION
Chandra mission. We describe here the method by which flieemeasured for detected sources. Source detection isdau = We suppose thats counts are present in the source apertéigure 1) anc
. . . . . . ng counts in an annular aperture around it.
on a uniform basis, using the CIAO tool wavdetect. Sourcesilese estimated post-facto using a Bayesian method tharate ’ ’
. . . R R . ) R . o If AsandAg are the areas of these apertures, the fraction of sources
for background, spatial resolution effects, and contatronarom nearby sources. We usefunction prior distributions, whic expected in them due to the finite extent of the PSF is
could be either non-informative, or in case there existiprey observations of the same source, strongly informafie currer f= /N PSF(xy) csdkdy § 0= [ PSE(xy)cadxdy, (1)
implementation is however limited to non-informative pso The resulting posterior probability density functicakbw us tc where: represents an efficiency factor representing the averdgetieé are.
report the flux and a robust credible range on it. We first seheproblem §1) and describe the classical solution that ust or the exposure times for the relevant regions. Note thatdg can thus in
. . . . . . clude a counts-to-flux conversion factor without loss ofeyefity. In practice
applies in the high counts regimg2). We then develop the general Bayesian solutg#).(Some advantages and disadvantag we use = 1.
L this method are discussed84. Example output is shown below Figure 3. ) « Typically, model parameters are represented with Greeksaited data qua
tities are represented by Roman letters. Thus, the intrBmicce intensitie
e ™ are represented &g and 6 respectively, and the observed data are re¢
2. CLASSICAL CASE tions of the intrinsic intensity,
o The standard practice in X-ray aperture photor ns~PoisQs) ; me~ PoisQe),  (28)
has been to ignore the Poisson nature of the prc with NN bt "
. . S No=f-fs+0g ; \g=g-fs+r-0g,
(Equation 2) and to compute the maximum likelihc PN o7t demg bt fe, (20)
. . 2. andr = .
estimates of the source and background intensiti e o beie it . o denote the profsisinsiy funct
. . . . « In Bayesian analysis, it is customary to denote the prol nsity functiol
andﬂB by solvmg the a|98bra|c equatlons of variablex, conditional on another variable asp(x y). The probability o
_ 3 ~ _ 3 3 a hypothesidd, generally a single number, is denotedpélsl). A paramete
ns=f-Ostfp ; Ng=g-fs+r-bs, 4 6 that takes a variety of values can be represented as a diiribp(¢ data).
i . . . Here, we compute
e SolvingEquation 4 for s andfg,
Fhe—n n gn p(fslns,ng. f.g,r) = / délg p(fs B N, Ne. f,0.T). 3) )
; s~ N ; B—JNB
fs= ; = (5a)
rf-g rf-g ™
3. BAYESIAN ANALYSIS
with errors propagated under a Gaussian assumj « Anumber of Bayesian calculations have previously estimategtobability
density of source intensities given a background measurefeent Loredo
2 2 2
o _I“Nstng 2 f Ng+g°ng 1990, Loredo 1992, van Dyk et al. 2002, Kashyap et al. 200&)wdver,
Is = 2 ; og= 2 (Sb) these calculations, gb(\s|ns.ng) (seeEquation 2), do not account for the
(I’ f- g) (r f- g) contamination of the counts in the background regienby source counts
Th I ical . ful . . . that spill over due to the Point Spread Function (Primini 2004
° . € classical C.aSe IS a useiu apprOXImatlon I « The basis of our calculation is Bayes' Theorem, which alloagduision of
hlgh counts regime, wham, Ng,Ns—Ng > 1 and whe both likelihood and prior information in the estimation of fheensities in the
f ~ 1,g~ 0. However, this condition is usually r measurementareas. In general ve have
I A ’ P(s Ag)p(Datals \g)
met for the majority of X-ray sources, and the ¢ PAsdelDate) ===— ey ©
e 3 where the denominator represents a normalizing constanthaniirst term
mballteqs:.and uzr)mertalntles derived thus become u in the numerator is the prior and the second term, the liketihoo
able Figure 2). « We transform variables frorfi\s, \s} — {6 6} (Equation 2b).
J on 20)
P\s As s No. 0. f.1) dAsdAs = p(ds felns. N 0, F.) j(((\z j:)) dbsde
Ve ~N = p(fs.Oglns,ng. g, f.r)(r f -g)dbsdds @
4 Advantag% & Dlsadvantageﬁ « In general, we use-function priors for both\s and.\g,
+Includes effect of the PSF spilling over into the puta: prg = ENTER e
. . . T(og)
tive background region. Figure 1: A typical Chandramage, showing an aperture centered on the source and afat o0e) = RN e (&)
: : B - aperture around it that is dominated by the background. fisetifigure displays a ChaRT sir 8 T T The)
+ Pmdtﬁces correct eSt'mates and U(‘C‘?“a'”ty interve lation of a point source appropriate for this location, viltle same regions overlaid. Note th with the parameters set to a m,m( [;)a, is non-informatives ag = 1 and
even in low counts regime. Uncertainties are reporte considerable fraction of the source counts fall into theapwé background aperture. Account 3= 35 = 0.
as an equal-tailed 68% interval. Because the full prot for this (via f andg, seeEquation 1) is an important factorin the analysis. « The likelihood is taken to be Poisson.
ability density function ofilscan be calculated, highest: « After considerable algebra, we find
posterior-density or Gaussian-equivalent intervals ce Psns e f.01) = dfs(f-0)p ﬂ)ll_( ok
also be computed. o fer e
_ P _ . » Eng(fkg, e ] g1
+ Overlapping sources can be dealt with using non-ellif s+ 1T (e + )T (s g k= +1)
apertures that (mostly) exclude the contributions du Tk DD(ns—k+ DI(j + DL (na— | + eyt O
to the contaminating source. o J
+ While current implementation assumes non-informat 4 7
priors, it is straightforward to include prior informa- 018 ng=8 REFERENCES
tion in the form of a previous measurement. Multiple g o.0f - Kashyap, V., van Dyk, D., Connors, A., Freeman, P., Siemigsia, A.,
observations of the same object with different instru 2 omk Zezas, A & he SAMSI-SaFeDe Collaboration, 2008, AASHEA1O,
ments and telescopes can be daisy-chained to redt i htt p: /1 hea- www har var d. edul Ast r oSt at / HEAD20O8/ #0302
error bars. g — Loredo, T.J., 1990, in “Maximum Entropy and Bayesian Metipéd. P.F.
. . Fougere (Dordrecht:Kluwer), 81
— Conceptually simple, but computationally complex. ) . . o . . . - .
) . . ) X Figure 2: Comparison of classical approximation with Poisson. ThgeB&@n posterior dens — Loredo, T.J., 1992, in Ct in ", eds.
— Numerical estimation can be costly inthe h|gh count Function p(HﬂIDa;a) Er?uaf\tion 9 is gh?wndas tlhe red cgr\/e, compared vsgth ‘Ihe Gal,f'SSian ] E.D. Feigelson and G.J. Babu, Springer-Verlag, New York 275-297
. . . unction in black. The former is defined only over the nonatag number line, whereas -
regime. We switch to the classical case (8§2) foy latter is not so restricted. The shaded regions represeifi& equal-tailed interval, and the s ~ Primini, F.A., 2004, CSC Memo,
ng) > 50. horizontal line represents the classigdlo interval (Equation 5). The upper plot is for the hi http://cxc. cfa. harvard. edu/ csc/ menos/ il es/ Prinini _significance. pdf
. . i . counts caseng = 50) and the lower plot is for the low counts casg 8). In both cases the sa _ Dyk, D.A., Ci . A., Kashyap, V.L., & Siemigi I, 2001,
— Lack of a simple algebraic solution means the solutio gzculégsrigl;ng tg = 200), areasr(= 40), and PSF fractiond (= 1,9 = 0) were used. Notice that1 XZ'} 523, g O astvap emanons
. . . pproximation is reasonable for high countsshnvalid in the low counts regime.
remains unintuitive. J
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Figure 3: A display of the CSC viewer toc
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10 rows loaded at 2008-12-29T09:00:29

showing exemplar results of the X-ray apert
hotometry. The quantities listed for each so

name

|| CX0J000000.1+623123 49332.1 103.36 2737.3
|| CX0 JO00001.4+623148 49332.1 115.47 4015.4
|| ©X0)000002.3-552443 53210.8 93.437 4033.3
|| €X0J000002.9+623155 49332.1 129.75 4958.2
|| CX0J000004.4-552604 53210.8 94.405 6224.0
|| ©X0)000004.4-552604 19947.9 94.647 4244.4
I CX0 J000005.3+623029 49332.1 104.09 5906.9
|| CX0 J000005.8+622138 49328.9 176.47 2427.2
|| CX0J000006.7+622621 49328.9 73.103 2609.5

53210.8 183.49 4786.1

|| ©X0)000007.8-552156
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o.livetime o.area_aper90 o.area_aper90bkg o.cnts_aper

17
40
43
24
148
42
24
28
16
147

130 14.163 0.00028709 0.00037951
204 38.294 0.00077624 0.00091647
842 29.946 0.00056279 0.00070264
252 20.150 0.00040846 0.00051923
1310 141.04 0.0026506 0.0029003
357 40.142 0.0020123 0.0023732
280 22.620 0.00045853 0.00056935
148 21.029 0.00042629 0.00054772
106 14.084 0.00028550 0.00037257
2263 80.172 0.0015067 0.0017678

90_b o.cnts_aper90bkg_b o.src_cnts_aper90_b o.src_rate_aper90_b o.src_rate_aper90_hilim_b o.src_rate_aper90_lolim_b

are: )
—exposure time [sec],
— source cell area [arcsde

0.00019395

0.00063460 - backl round cell area [arcééc

0.00042299 S E;

0.00029797 —0glct],
0.0024035 —0g/7 [ctsY, ) o
0.0016478 — and the 68% equal-tail uncertainty inten

0.00034849 ondg/7 [cts™Y], based on the 88 and 16"-

0'00030497 percentile levels of the posterior probability d
g sity functionp(fs/7|Data)

0.00019771 The PSF fractions aré= 0.9 andg=0.1 in all
0.0012482 cases.
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