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Monte Carlo is
a nice place in the summer
but we dont go there

Bugger! only in
the computer do we play
uncertainty games

Changing areas
at random, rmfs too
fo estimate how

Good are slopes, KT5...
we will release our code soon
but not yet, bugger.



