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The energy flow.
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- Thermal expansion 
(evaporation, 
hydrodynamical escape) 
- Radiation pressure 
(due to lines and 
continuum)
- Magnetic fields. 
  In most cases, rotation 
plays a key role (directly 

What can drive an outflow or 
regulate accretion?
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Radiation momentum and energy source terms:
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Here we will focus on the traditional case for RTI with
a high density fluid on top of a low density fluid separated
by an infinite thin interface. In the previous analytical
studies, simplifications are necessary to make the prob-
lem tractable. For example, radiation pressure is usu-
ally assumed to be isotropic, which is not true in general
at the interface. In this work, we relax these assump-
tions by solving the radiation hydrodynamic equations
numerically. We study both the linear regime, using
an Eddington tensor computed self-consistently from the
time-independent radiation transfer equation (i.e., we al-
low for anisotropic radiation pressure at the interface),
and we also follow the RTI into the non-linear regime
which is not possible in analytical studies. We note in
passing that we have also used our numerical methods
to test the stability of a radiation supported atmosphere
with a smooth density profile, and find no evidence for
instability, in agreement with ?.
The paper is organized as follows. In section 2, we de-

scribe the equations we solve and the numerical code we
use. We then consider the problem of RTI with a single,
initially static interface between two fluids of di↵erent
density. We describe the background equilibrium state
and initial perturbations in section 3, and summarize our
results in section 4. In section 5, we describe simulations
of RTI in shells being accelerated by radiation forces. We
summarize and conclude in section 6.

2. EQUATIONS

We solve the radiation hydrodynamic equations in the
mixed frame with radiation source terms given by ?. We
assume local thermal equilibrium (LTE) and that the
Planck and energy mean absorption opacities are the
same. Detailed discussion of the equations we solve can
be found in ?. With a vertical gravitational acceleration
g, the equations are

@⇢

@t
+r · (⇢v)=0,

@(⇢v)

@t
+r · (⇢vv + P)=⇢g � S̃r(P ),

@E

@t
+r · [(E + P )v]=⇢v · g � cS̃r(E),

@Er

@t
+r · F r = cS̃r(E),

1

c2
@F r

@t
+r · Pr = S̃r(P ). (1)

Here, ⇢ is density, P ⌘ P I (with I the unit tensor) and P is
gas pressure, �a and �s are the absorption and scattering
opacities. Total opacity (attenuation coe�cient) is �t =
�s + �a. The total gas energy density is

E = Eg +
1

2
⇢v2, (2)

where Eg is the internal gas energy density. We adopt
an equation of state for an ideal gas with adiabatic index
�, thus Eg = P/(� � 1) and T = P/Rideal⇢, where Rideal
is the ideal gas constant. The radiation pressure Pr is
related to the radiation energy density Er by the closure
relation

Pr = fEr. (3)

where f is the variable Eddington tensor (VET). Radia-
tion flux is F r while c is the speed of light. The grav-
itational acceleration g is fixed to be a constant value
along the �z axis. S̃r(P ) and S̃r(E) are the radiation
momentum and energy source terms.
Following ?, we use a dimensionless set of equations

and variables in the remainder of this work. We con-
vert the above set of equations to the dimensionless form
by choosing fiducial units for velocity, temperature and
pressure as a0, T0 and P0 respectively. Then units for
radiation energy density Er and flux F r are arT 4

0 and
carT 4

0 . In other words, ar = 1 in our units. The di-
mensionless speed of light is C ⌘ c/a0. The original di-
mensional equations can then be written to the following
dimensionless form
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assuming subrelativistic motion, the dimensionless
source terms are,

SM⇡�(�a + �s)F r

SE ⇡�a(T
4 � Er)

The dimensionless number P ⌘ arT 4
0 /P0 is a measure of

the ratio between radiation pressure and gas pressure in
the fiducial units. We prefer the dimensionless equations
because the dimensionless numbers, such as C and P, can
quantitatively indicate the importance of the radiation
field as discussed in ?.
We solve these equations in a 2D x� z plane with the

recently developed radiation transfer module in Athena
(?). The continuity equation, gas momentum equation
and gas energy equation are solved with modified Go-
dunov method, which couples the sti↵ radiation source
terms to the calculations of the Riemann fluxes. The ra-
diation subsystem for Er and F r are solved with a first
order implicit Backward Euler method. Details on the
numerical algorithm and tests of the code are described
in ?. The variable Eddington tensor is computed from
angular quadratures of the specific intensity Ir, which is
calculated from the time-independent transfer equation

@Ir
@s

= t(S � Ir). (5)

Details on how we calculate the VET, including tests,
are given in ?.

3. BACKGROUND EQUILIBRIUM STATE

As is usual, the background equilibrium state used to
study RTI in this work is an interface which separates



  

Two-phase medium math

● Gas with radiative heating/cooling in the equilibrium state  w/o 

gravity (Field 1965 & ...) 
● Like in theory of sound propagation, hydro equations are 

linearized around the stead state,  pert. ~ exp(nt+ikx)
● With L(n,T) the dispersion relation shows new eigen mode
● short λ, n=-Np (real), exponential growth rate if Np < 0, t=1/n

  

                       

Irradiation of a Disk

 Luketic et al. (2010), see also Proga & Kallman (2002), Waters & Proga 
(2012), Higginbottom & Proga (2015), and Higginbottom et al. (2017)



Accretion Disks in Various Objects
XRB and AGN

Dyda, Dannen, Waters, DP (2017) photoionization calculations using XSTAR



Thermal winds: effects of SED, flux and 
adiabatic cooling.

Dyda, Dannen, Waters, DP (2017)



Thermal winds: effects of SED, flux and 
adiabatic cooling.

Irradiation of astrophysical objects 4165

Figure 1. Left –SED for modelling ideal bremsstrahlung and blackbody radiation and observational SEDs for Type 1 (AGN1) and Type 2 AGN (AGN2)
(Mehdipour et al. 2015) and X-ray binaries in soft (XRB1) and hard (XRB2) states (Trigo et al. 2013). Right –Corresponding equilibrium curves generated
by XSTAR. The dot indicates the initial conditions at the base of the wind at T = 1.7 × 104 K (blackbody) and T = 2.5 × 104 K (all other cases).

10−5 (pink) and 10−6 (black). For larger incident flux, equilib-
rium is maintained for larger ionizations allowing the flow to reach
higher temperatures. Our definition of critical flux (5) appears con-
sistent with these results since simulations with critical flux (purple)
asymptotically approach the Compton temperature.

As the flow accelerates adiabatic cooling becomes an impor-
tant contributor to the energy balance, namely the gas temperature
is not determined by the balance between radiative heating and
cooling only but rather radiative heating, radiative cooling and
adiabatic cooling. Consequently, the gas temperature is below the
radiative equilibrium temperature. When flux is sufficiently high
(e.g. see the purple curves corresponding to the critical flux) the
wind can undergo a second phase of such acceleration (Fig. 3).
When this occurs there is a large spike in the heating rate dE/dr
with most of the energy going into thermal energy. This ther-
mal energy is used by the flow to first exit the gravitational po-
tential well. The kinetic energy then dominates over the gravi-
tational energy and thermal energy goes to further increase the
velocity of the wind. At large distances, the flow is well devel-
oped with total energy equipartitioned between thermal and ki-
netic energy. We note in particular that at the sonic point the
rate of heating q= dQ/dr = L/vr satisfies dln q/dln r < 1/2 (see
Fig. 4), as expected from general energetic arguments for exter-
nally heated transonic winds (Holzer & Axford 1970; Lamers &
Cassinelli 1999).

3.2 Energetics

The physics of radiatively heated winds can be understood by con-
sidering the energetics of the wind. Generally, there is a competition
between the thermal energy eth and gravitational energy egrav per unit
mass. If gravitational energy dominates we have an accreting Bondi
solution, but if thermal energy dominates then we have a thermal
wind solution (Parker 1958). Because we are interested in studying
the effects of heating, we considered initial conditions where the
ratio of gravitational to thermal energy, as measured by (γ − 1)HEP
! 1. Therefore, in order to avoid an accreting Bondi solution, eth

must come to dominate the energy of the gas.

Suppose we have reached a stationary solution ∂/∂t = 0, then
we may express (2) as the Bernoulli function (e.g. Lamers &
Cassinelli 1999):
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We may interpret each term on the left-hand side as telling us the
change in energy per unit mass of the wind in the kinetic, thermal
and gravitational energy as we move outwards in the wind. The
radiative heating L acts as a source of heat dQ. We ensure that the
energy budget is satisfied by plotting both sides of (9) which is
possible because we have an analytic expression for the heating.

In the left-hand panel of Fig. 4, we plot ekin, eth, |egrav| and the total
energy |etot| for the representative cases F = 10−3Fcr and F = Fcr

for the mBl SED. In the right-hand panel of Fig. 4, we plot dekin/dr,
deth/dr, |degrav/dr| and |detot/dr|. Since we are examining steady
state solutions this allows us to see where energy is injected into the
flow.

At small radii the thermal energy follows the equilibrium curve.
When the thermal energy approximately equals the magnitude of
gravitational energy, the total energy is approximately zero (indi-
cated by the spike in |etot|). Between this point and the sonic point,
energy is primarily injected into the thermal component. This is
where the thermal component falls off the radiative equilibrium
curve, since the flow velocity is non-negligible and adiabatic cool-
ing dominates over radiative cooling.

3.3 Bulk properties

We are interested in how the bulk properties of the flow are affected
by the radiation field. In particular, we are interested in the flux of
mass, particles, momentum and kinetic energy at the outer boundary
and the corresponding efficiencies

Ṁ = 4πρvrr
2 ηM = ρvrc

2

F
, (10a)
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Figure 4. Left – Kinetic ek (dashed), thermal eth (dotted), gravitational |egrav| (black dash-dot) and total energy |etot| (solid) as a function of position in the
wind for the mBl case with flux F = Fcr (purple) and F = 10−3Fcr (orange). Right – Corresponding de/dr in the wind. Unlike the dynamical variables in
Fig. 3, we plot these as a function of r. At the base of the wind the thermal energy follows the equilibrium curve and most of the change in energy of the wind
is from the thermal component. This peaks when the kinetic energy and magnitude of gravitational energy are equal and the flow becomes supersonic. In the
subcritical case, the wind becomes nearly isothermal and additional energy is converted to kinetic energy. In the critical case, the wind experiences a second
phase of acceleration beyond the sonic point, before also becoming kinetic energy dominated.

We find that all our models exhibit dips in the AMD where they
experience rapid heating (see Fig. 6). This can occur in two ways: (1)
when the equilibrium curve is formally unstable or (2) dynamical
processes in the flow become important, triggering heating. The
AMD behaves qualitatively differently in these different flows. In
the case of a formally stable equilibrium curve (mBl), a dip occurs
when dynamical processes become important and the flow falls out
of equilibrium. At large radii the AMD follows a power law, largely
independent of any dips at smaller radii. The TI leads to sharper dips
because of the larger heating rates experienced by the gas. After the
TI, the gas can reach a new stable intermediate temperature state (see
XRB1 for example). The AMD then reaches a level commensurate
to where it was before the unstable zone. If no such phase exists
(see bremsstrahlung for example) then the AMD will remain small
at these ionizations. This is because along the equilibrium curve
the dynamical time-scales are less important so higher densities of
the gas can exist. The AMD can therefore probe several interesting
features of the equilibrium curve. It can tell us about what parts of
the gas are thermally unstable and also indicate that parts of the gas
exist along an intermediate stable temperature. These predictions
require both accurate modelling of the heating rates (to find the
thermally unstable regions) and hydrodynamic flow (to see what
parts of the equilibrium curve are probed).

4 D ISCUSSION

Using the photoionization code XSTAR, we used both idealized and
observed SEDs to generate the heating/cooling rates of a gas as a
function of temperature and ionization parameter. We implemented
this into a heating module in the hydrodynamics code ATHENA++ to
model spherically symmetric, thermally driven winds. The general
behaviour and evolution can be characterized as follows.

(1) We find stationary solutions that follow the classic picture of
thermally driven winds – energy is added to the base of the wind
in the subsonic region to overcome the gravitational potential and

to accelerate the wind to supersonic velocities. The mass-loss rate
is determined by the amount of energy deposited at and below the
sonic point, whereas other properties such as the wind velocity and
energy flux are determined by the total amount of energy deposited
in the supersonic part of the flow.

(2) The mass, particle, momentum and kinetic energy fluxes are
functions of the radiation field flux and the nature of the radiation
field. The efficiency of driving the wind is a weak function of
radiation flux but strongly dependent on the details of the SED.

(3) The AMD provides a useful tool for determining the be-
haviour of the gas. When the gas experiences rapid heating there
is a steep drop in the AMD. If gas exists at a stable intermediate
temperature the AMD will have a bump at that ionization state.

To lowest order, one can assume that heating is dominated by
Compton processes and the heating rate is simply parametrized by
the X-ray temperature. This is a valid approximation at high tem-
peratures and correctly predicts that the flow heats to the Compton
temperature for a critical flux of incident radiation. However, at
low temperatures, T ≪ TX, Compton processes are subdominant
to photoionization heating and cooling due to line and free–free
emission. Therefore, the X-ray temperature is insufficient to predict
the state of the gas. One may then go one step further and compute
the equilibrium curve for a given SED. The state of the flow is
approximated by traversing the equilibrium curve. Regions where
the equilibrium temperature is very sensitive to the photoioniza-
tion parameter indicate highly efficient net heating that can lead
even to catastrophic heating with TI being an example. A high en-
ergy deposition rate results in a flow acceleration and that in turn
leads to adiabatic cooling. When the flow traverses another such
region, as is possible for sufficiently high illuminating flux, it ex-
periences another phase of acceleration. Consequently, the state of
the flow is not properly captured by the radiative equilibrium solu-
tion. Our simulations show that falling out of radiative equilibrium
has several interesting effects on the flow and these have important
observational consequences.

MNRAS 467, 4161–4173 (2017)



Thermal winds: effects of TI on observability 

Dyda, Dannen, Waters, DP (2017)

Irradiation of astrophysical objects 4167

Figure 3. Summary of dynamical variables, density ρ, velocity vr, temper-
ature T, column density NH and mass flux Ṁ for the mBl case. We indicate
the location of the sonic point with an X. We omit 108 < r − r0 < 1011

where the dynamical variables are nearly constant to focus on the regions
near the sonic point.

This is a general trend with the other SEDs whereas the AGN SEDs
have dynamical fluxes roughly an order of magnitude larger for
fixed total flux. As a figure of merit Fsoft/F ∼ 99 per cent for AGN,
70 per cent for bremsstrahlung and 10−3 per cent for blackbody. The
blackbody fluxes resemble those of the other SEDs if we plot Fsoft

instead of total flux. This reflects the microscopic properties of the
heating i.e. in the subsonic part of the wind, where dynamical fluxes
are determined, it is the soft X-ray photons that play a dominant
role in heating the wind. This can also be seen from the equilibrium
curves where the base of the S-curve is determined by line cooling
and heating due to photoionization, which are sensitive to photons
from UV to soft X-rays.

The efficiencies also have a power-law scaling ηq ∼ F βq with
βM, βn ∼ −0.1, βp ∼ 0 and βK ∼ 0.4. Unlike the dynamical
fluxes, the efficiencies are relatively independent of the radiation
flux. In particular, increasing the efficiency of mass, particle and
momentum flux is easier to achieve by changing the external SED
rather than increasing the radiative flux. The efficiency in driving
the wind is more complex than the basic parameters characterizing
the radiation field. For instance five models have the same X-ray
temperature (mBl, Bl, bremsstrahlung, blackbody and XRB1). Even
ignoring (blackbody), the outlying SED, which is much weaker in
soft photons, the remaining SEDs still show a spread of roughly
half an order of magnitude in efficiency.

This suggests that accurately modelling the gross wind properties
requires accurate modelling of the radiation field. In particular,
simply knowing the X-ray temperature and total flux is insufficient
because as we have shown, efficiencies are weakly dependent on
flux. For a fixed X-ray temperature, the efficiency can vary by almost
an order of magnitude. The dynamical fluxes at large distances are
a consequence of those same fluxes at the sonic point. However,
because the sonic point occurs far away from the Compton radius,
the primary heating mechanism is not Compton heating but rather
photoionization. This heating rate is sensitive to the soft X-ray part
of the radiation field and therefore a careful modelling of the gas is
necessary.

3.4 Absorption measure distribution

One may test the validity of theoretical wind solution by comparing
wind densities, velocities and photoionization with observed val-
ues. However, in addition to finding that solutions have gas in the
observed (ρ, vr, ξ ) parameter space one should ensure that a suffi-
ciently high column density of gas with those properties is present
to in fact be observable. One such measure is the AMD (Holczer,
Behar & Kaspi 2007) which measures the absorbing column of gas
at a particular ionization state along a line of sight. It is defined as

AMD = dNH

d(log ξ )
= −nλn, (11)

where NH =
∫

n dr is the total hydrogen column density along the
line of sight and λn = (d ln n/dr)−1 is the characteristic length for
particle number variations and we have used our uniform ionizing
flux model (see equation 3). This is observationally interesting be-
cause particular lines will only be absorbed by a gas in a particular
ionization state (see for example Adhikari et al. 2015). However,
if the gas density or characteristic length or both are too low any
such spectral features will be absent. We emphasize that important
comparisons can be made to observations by detecting individual
lines at a particular ionization state and that comparison with the
entire distribution is unnecessary.

MNRAS 467, 4161–4173 (2017)
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Figure 6. AMD for mBl (pink), bremsstrahlung (orange) and XRB1 (green)
models for flux F/Fcr = 10 per cent corresponding to the blue coloured
points in Fig. 2. The X indicates the sonic point. Dips occur when there
is rapid heating of the flow. This adjustment to the radiation field happens
in the subsonic regions. The above models have the same TX but exhibit
qualitatively different behaviour. mBl has a dip despite the equilibrium
curve being stable. Bremsstrahlung has two closely spaced dips from a TI
and when adiabatic cooling becomes important. XRB1 has two dips for the
same reason but has an intermediate temperature stable phase between these
two dips.

In high flux cases, the flow has more opportunities to traverse
steep portions of the S curve as it explores a larger portion of it.
Though not necessarily formally unstable to the TI, these regions
where temperature varies strongly with ionization parameter lead to
an acceleration of the flow. High flux cases can therefore experience
multiple phases of acceleration, provided they remain in radiative
equilibrium and the S curve features multiple steep regions. We
found this was the case with the mBl SED where in the highest flux
runs had two stages of acceleration. The AMD features two dips,
indicating the ionization state of the gas when it accelerates.

We have assumed an optically thin wind, though a posteriori
we can estimate the validity of this approximation. Except when
F = Fcr, all cases have column densities NH < 1024 g cm−2 and
therefore are optically thin throughout. The critical case is optically
thin in the supersonic part. This indicates that the optically thin
heating assumption is not always valid; however, it can be used as
a starting point for this type of calculation.

Our results suggest that complete spectral information is impor-
tant when modelling radiative heating and thermally driven flows.
This is especially important for systems like AGN. Besides the Type
1 and Type 2 AGN cases, we may also interpret the blackbody case

as an AGN that has nearby cold gas that absorbs the soft photons.
The AGN1 and AGN2 cases have a difference of a few in their
various wind fluxes and efficiencies. However, the blackbody case
is several orders of magnitude smaller, primarily due to highly sup-
pressed soft photons. When modelling observed AGN outflows this
is important because any uncertainty in the observed flux will result
in an uncertainty in the modelled outflow.

We found numerical artefacts affecting our solution in several
ways. This suggests the need for new physics to properly resolve
the flow. When the wind becomes non-adiabatic and falls of the
equilibrium curve, there is a drop in the length scale associated
with the dynamical variables. This becomes more pronounced at
higher radiation fluxes and can lead to not finding a stationary nu-
merical solution. Likewise when solutions are thermally unstable
there is a decrease in the length scale of dynamical variables – if it
falls below the grid scale the TI is not numerically well resolved.
This cannot be addressed with additional resolution as the regions
are geometrically thin. Future studies of wind solutions should in-
clude the effects of thermal conduction because of relatively steep
temperature gradients (see for example Rozanska & Czerny 1996).

Our future studies will include 2D and 3D simulations of disc
winds driven by the radiation force. In addition to a considerably
more complex geometry and dynamics due to a rotating disc for
instance, accurate modelling of the radiative heating is also critical.
If the disc is irradiated by a central source or the inner parts of
the disc, the outer disc will heat. This affects the strength of the
radiation force and therefore the radiatively driven wind. However,
it has been shown that shadowing of the source by an inner disc
wind is an important effect in this type of setup (e.g. Proga, Stone &
Kallman 2000; Higginbottom et al. 2014). If line driving is im-
portant, calculating the force multiplier resulting from the lines
responsible for the heating/cooling as well as additional lines that
are negligible energetically but important for momentum transfer.
By using observed SEDs as an input to XSTAR we will model self-
consistently the heating/cooling in the system. We also note that
this method is quite general and can be applied to other radiatively
heated systems for which an SED has been observed. For example
one could consider the net heating of planetary atmospheres by the
host star.
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For strong irradiation, the flow may have  
more than one acceleration zone! 
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Line-driven disk wind models 7

Table 1. Summary of results for disc winds with α = 0.6, k = 0.2, and Mmax = 4400.

run Ṁa x ṀD vr(10r∗) ω

(M⊙ yr−1) (M⊙ yr−1) (km s−1) degrees

our
A 10−8 0 5.5 × 10−14 900 50
B π × 10−8 0 4.0 × 10−12 3500 60
C π × 10−8 1 2.1 × 10−11 3500 32
D π × 10−8 3 7.1 × 10−11 5000 16
E π × 10−8 10 3.2 × 10−10 7000 8

PSD’s
2 10−8 0 4.8 × 10−14 900 42
3 π × 10−8 0 4.7 × 10−12 3500 55

8 π × 10−8 1 2.1 × 10−11(a) 3500 37

12 π × 10−8 3 6.3 × 10−11(b) 5000 28
14 π × 10−8 10 3.1 × 10−10 7000 24

a) We found a typographical error in PSD table 2 b) We calculated this model for longer than PSD did and we found that the flow
settles at a higher mass-loss rate.

mass accretion rate and hence the disk luminosity LD is
increased: specifically, Ṁa is raised from 10−8M⊙ yr−1 to
π × 10−8M⊙ yr−1. By contrast, panels b, c, and d compare
the flow pattern from three models in which the mass ac-
cretion rate is held fixed at Ṁa = 10−8M⊙ yr−1 while the
stellar luminosity is varied using, x = 0, 1, and 3. This di-
agram presents models with the same input parameters as
those shown in Figure 10 in PSD, with the difference that
here full-Q is implemented in their calculation and we plot
poloidal velocity vectors instead of density.

Our new models confirm PSD’s result that the flow be-
comes more equatorial as the contribution of the central star
to the radiation field increases. However the scale of the
changes in the flow geometry is greater for the full-Q case
than in the approximate Q case – the models for low x are
more polar here than in PSD, whereas the models for high
x are more equatorial. PSD found that the reduction of the
opening angle of the disk wind slows appreciably for x >∼ 3.
With full-Q, this slowing is deferred until x >∼ 5. For exam-
ple, we calculated the model for x = 10 and found ω = 8o,
rather than ω = 24o for PSD’s corresponding model, run 14.
Despite this geometric change, the gross wind properties as
listed in Table 1 are scarcely any different.

The two models illustrated in Figure 1 showed that the
model presented in PSD remains unsteady when recalcu-
lated using full Q, and that the originally steady model is
still steady. We can generalise this further in that we find
no noticeable shift in the value of x (= L∗/LD) at which
the change from unsteady to steady occurs. This is a fur-
ther respect, to add to the mass-loss rate and characteristic
flow speed, in which the full-Q models continue to closely
resemble PSD’s models.

5 DISCUSSION AND SUMMARY

The efficient algorithm described here has allowed us to ex-
amine the effects of all terms in the velocity gradient tensor
on the structure of line-driven winds from disks. We find that
the qualitative features of such winds are not changed by
the more accurate algorithm used here. In particular, models
which displayed unsteady behavior in PSD are also unsteady
with the full-Q method. This indicates the approximations
adopted in PSD indeed captured the dominant terms in the
line force.

On generalizing the line force, we determine the geom-
etry and strength of the line force in an exact way for a con-
stant geometry of the radiation field. We continue to find, as
in PSD, that the mass-loss rate and characteristic velocity
do not depend on either of these two geometries but primar-
ily on the total system luminosity. This is in keeping with
the conclusion reached by Proga (1999) who showed that the
mass-loss rate of even a simple spherically-symmetric stellar
wind is of the same order of magnitude as that of a pure
disk wind of the same total luminosity.

The dependence of the disk mass-loss rate on the total
system luminosity, LD + L∗, indicates that the irradiation
due to the central star can power disk mass loss as does the
disk radiation. Indeed we have already shown that the radia-
tion from the luminous central star can drive a wind from an
optically-thick disk of negligible intrinsic luminosity, i.e., for
x = 300 and LDMmax << LEdd, where LEdd = 4πGM∗/σe

is the Eddington luminosity (Drew, Proga & Stone 1998).
The significance of irradiation has also been studied by Gay-
ley, Owocki & Cranmer (1999). They also find, on the basis
of a quite different formulation of the problem for an irradi-
ated planar slab atmosphere, that the irradiation enhances
or even induces the mass loss.

c⃝ 0000 RAS, MNRAS 000, 000–000

?      

The main question is:

DP & Waters (2015, see also DP & Kallman 2002)
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Line driving: effects of SED



Randall Dannen (MS thesis 2018)

Line driving: element contribution 
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Line driving: ion contribution
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Line and thermal driving
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Line and thermal driving



! Most of the accretion energy is 
emitted in X-rays.

! The radiation energy is still too low to 
drive an outflow from the inner disk.

! But the radiation from the inner disk 
can heat up the outer disk.

! However, spectral features of disk 
winds have not been seen from these 
systems until high res. X-ray spectra 
(Schulz & Brandt 2002; Miller et al. 
2006, 2008, 2014, 2015; Kubota et 
al. 2007; Neilsen & Lee 2009; Ueda 
et al. 2009; Diaz Trigo et al. 2007; 

GRO J1655–40

Observations: Miller et al. (2006) 

X-ray Transient Sources



 Luketic et al. (2010), see also Proga & Kallman (2002), Waters & Proga 
(2012), Higginbottom & Proga (2015), and Higginbottom et al. (2017)





The wind geometry and self-similarity

The solution is self-similar at large radii

Disk winds can be clumpy -see Sergei Dyda and his 
poster and Dyda+DP (2018a,b, c)

3D Line Driven Winds - Clumpy Outflows
Sergei Dyda & Daniel Proga

University of Nevada Las Vegas

Abstract

I We perform the first 3D hydrodynamic (HD) simulations of line driven
disc winds.

I We find that non-axisymmetric density features, so called clumps, form
primarily at the base of the wind. These clumps are
. a factor of 3 more/less dense than the background
. super-Sobolev in length
. have velocity dispersion much greater than the sound speed

Introduction

I Line driving is a possible mechanism for launching outflows from massive
stars, catacysmic variables (CVs), X-ray binaries (XRBs) and active
galactic nuclei (AGN).

I Observations suggest these outflows are clumpy, necessitating 3D
simulations.

Hydrodynamics - Basic Equations
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I Force multiplier is
. the e↵ective number
of optically thick lines

. a function of optical
depth parameter t

Disc Wind Anatomy

I Global properties determined by total system luminosity
. Higher luminosity ! larger mass flux
. Higher luminosity ! faster velocity

I Geometry of outflow determined by relative stellar & disc luminosity
. Higher stellar luminosity ! radial flow
. Higher disc luminosity ! vertical flow

I Non-axisymmetries primarily at the base of the wind

Clump Density

I Relative Standard Deviation
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I Maximum Deviation
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���⇢k � ⇢̄
���.

I Clumps ⇠ a few times
background density

Clump Size

I Characterize size using width
of density auto-correlation

I Clumps restricted to base of
wind

I Super-Sobolev in length
l ⇠ 108cm � lSob ⇠ 107 cm

Velocity Dispersion

I Time-averaged streamlines
most stationary in fast stream.

I Velocity dispersion comparable
to wind velocity at base

I Velocity dispersion large
compared to sound speed.

Observational Prospects

I Emission spectra ⇠ ⇢2

I Absorption spectra ⇠ ⇢
I Line broadening due to veloicty dispersion

Future Work

I Can clumps grow further via thermal instability?
I Can self-shielding enhance/suppress the wind by changing ioniation state

of gas?
I Are outflows sensitive to the driving spectral energy distribution?
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While this assumption limited their models to systems with
(eq. [64] in Ostriker et al.),L [ 0.13(TIC/108 K)~1.4L Eddthey were able to treat the radiative transfer accurately in

two dimensions. The assumption of hydrostatic equilibrium
limited their models to the inner part of the disk (r/RIC [
0.1). Using the above conditions, we Ðnd that the single
scattering limit may apply to our models because we con-
sider systems with luminosity below 0.13(TIC/108

and our computational domain is forK)~1.4L Edd B 0.9
Therefore, we can use the expressions ofr/RIC [ 0.1.

Ostriker et al. to estimate the importance of the scattered
radiation as compared to the direct radiation. Using their
equations (73) and (75), we found that the scattered radi-
ation is comparable to the direct radiation at our inner
boundary. We reached the same conclusion using the
results of Murray et al. (1994). Murray et al. (1994) made
assumptions similar to those of Ostriker et al. with a di†er-
ence in the treatment of the radiation Ðeld. The method of
Murray et al. is more approximate : the scattered radiation
is approximated by Ñux-limited di†usion but includes
multiply scattered radiation. The parameters of model 5 of
Murray et al. (i.e., and K) areMNS \ 1 M

_
TIC \ 0.1 ] 108

the closest to our model parameters. In particular, Figure 8
in Murray et al. shows that for the scatteredL /L Edd \ 0.590,
radiation is comparable to the direct radiation at r/RIC \
0.01 (our inner radius) and decreases with radius, whereas
the direct radiation stays constant. Thus, the scattered radi-
ation is important for some radii. However, we anticipate
that the inclusion of the e†ects of scattered radiation would
not change qualitatively our results because the scattering
of X-rays in the wind or corona would most likely increase
the irradiation and suppress the line driving even more
compared to our calculations. Our results give a lower limit
on the mass-loss rate of thermally driven winds. We plan
future work on the e†ects of scattered radiation and to
resolve the chromosphere. We note that both need to be
done at the same time because the scattered radiation may
a†ect the properties of the chromosphere.

Having said that line driving is not important in our
calculations of X-rayÈheated disks in LMXBs, we can ask if
our calculations are consistent with previous calculations,
in particular with those by Woods et al. (1996), who
extended and improved the analytic predictions by BMS.
As in Woods et al., we included non-Compton processes in
radiative heating and cooling (i.e., photoionization heating
and line and bremsstrahlung cooling ; Woods et al. did not
include the latter). Also, as in Woods et al., we did not
include the e†ects of scattering of photons. However, con-
trary to us, they did not include the radiation force and
attenuation of the X-rays. Our calculations also di†er in the
location of the low boundary, the base of the wind and in
the conditions along the boundary. In particular, Woods et
al. obtained the gas temperature along the base by solving
the thermal equilibrium equations with a given radius-
independent photoionization parameter, whereas we
assume that the gas temperature is the same as the e†ective
temperature of the optically thick accretion disk (Shakura
& Sunyaev 1973). Woods et al. obtained the density from
the equation of state, whereas we assume a Ðxed density.
Generally, the lower boundary conditions of Woods et al.
are speciÐed for the gas that is in the part of the disk atmo-
sphere heated by X-rays, whereas our lower boundary con-
ditions are for the gas in the disk photosphere where X-rays
do not penetrate. This di†erence in the boundary conditions

is also reÑected in the location of the boundary : we adopted
the o†set of the h \ 90¡ axis from the disk midplane of

whereas Woods et al. adopted the o†set of3!
D
r*, Z100r*(see their eq. [3.1]). We note that the lower boundary

adopted by Woods et al. cannot be applied to the case in
which the gas is optically thick to X-rays (the case we
explore in this paper). In such a case, we cannot assume a
given photoionization parameter along the boundary
because the photoionization parameter is a function of the
optical depth through the wind of the structure that we
want to calculate.

To make a comparison with models presented by Woods
et al. (1996), we ran several tests with the radiation force and
X-ray attenuation switched o†. SpeciÐcally, we ran several
tests for and 109 cm º r º 1011 cm using our loweriX \ 0
boundary conditions and those of Woods at el. We found
that models with our boundary conditions and those of
Woods et al. are similar, although models with our bound-
ary conditions settle down into a steady state more slowly.

Figure 5 shows a comparison between our results with
and without radiation force and the results of Woods et al.
(1996). The Ðgure shows the mass Ñux density as a function
of radius for various models. The solid line represents our
results for with radiation force and X-ray!

D
\ 0.667

attenuation switched o†, whereas the dashed line represents
our results with the radiation force switched on. In both
tests, we assumed For comparison, the ÐgureiX \ iUV \ 0.
also shows the analytic Ðt (the triple-dotÈdashed line) by
Woods at al. (1996) to their numerical results (see their
eq. [5.2]). For the constant in the expression of WoodsC0et al., we adopted 10~4.

Our test shows that our model reproduces the Woods et
al. (1996) results when we adopt the same assumptions. In
particular, we found that the mass Ñux density scales like
r~2 for large radii and has a maximum at D0.2RIC.
However, when we add the radiation force due to electron
scattering, the r~2 scaling extends for smaller radii, and the
maximum of the mass Ñux density occurs at D0.01RIC.

We conclude that our results for an X-rayÈheated disk
are consistent with previous models (see, e.g., BMS;

FIG. 5.ÈMass Ñux density as a function of radius for the test models.
The solid line represents our results for with radiation force!

D
\ 0.667

and X-ray attenuation switched o†, whereas the dashed line represents our
results with radiation force switched on (in both cases TheiX \ iUV \ 0).
mass Ñux density is measured along a Ðducial surface at a Ðxed h of 87¡.
For comparison, the Ðgure also shows the analytic Ðt (triple-dotÈdashed
line) by Woods at al. (1996) to their numerical results (their eq. [5.2]). For
the constant in the expression of Woods et al., we adopted value ofC010~4.

Proga & Kallman (2002, see also Luketic et al. 2010)



Summary
– Line driving is unlikely to be significant in winds driven from X-ray 

binaries (PK 2002). 
– However, thermal disk winds might be enhanced by radiation pressure 

due to electron scattering (radiation pressure reduces the effective 
Compton radius, PK 2002). 

– The thermal disk winds are different from spherical thermal winds in 
many respects mainly due to the geometrical effects. 

– Unless the radiation field is very strong, thermal winds are not in 
thermal equilibrium regardless of the geometry (in other words, 
adiabatic cooling is significant, L. etal 2010, HP 2015, H. et al.2017, D. 
et al. 2017).

– For some SEDs and relatively strong radiation fields, a wind can have 
more than one zone of rapid acceleration due to efficient radiative 
heating (a run-away heating/TI, D et a. 2017). 

– Thermal winds are not very fast but they carry a lot of mass (the wind 



Summary
– We have atomic and molecular data, computers and numerical 

methods that allow us to develop and observationally test direct ab 
initio models of mass outflows (i.e., that will include the object where 
the outflows originate from). 

– Combined with present and future high-quality observations, numerical 
R-MHD simulations will not only continue to provide us with important 
insights about complex objects (test long-held assumptions and 
assertions) but also allow to quantify various processes and effects so 
that we can determine what is really most important (from the 
theoretical as well as observational point of view).



  

Future

Outflows from stars, exoplanets, and clouds Disk winds from CVs, YSOs, and XRBs.

Winds in AGNs and PPDs Inflows and Outflows in GRBs and AGNs

Multi-frequency  Radiation-
Magnetohydrodynamics.



TI and condensations

DP & Waters (2015, see also Waters & DP 2016)



TI and condensations

DP & Waters (2015, see also Waters & DP 2016)



Disks vs Stars



MHD is essential

A n g u l a r m o m e n t u m 
transport in black hole 
accretion disks is driven by 
MHD turbulence that in turn 
is produced by the magneto-
rotational instability (MRI): 
Balbus & Hawley (1991). 
Stress arises from correlated 
magne t i c and ve loc i t y 
f l u c t u a t i o n s w i t h t h e 
turbulence itself. Nonlinear 
saturation of MRI has been 
widely studied with both 
local (“shearing-box”) and 
global simulations.

Global simulation 
Local simulation 

wind

corona

rotationally  support flow

slowly rotating inflow

outflow/jet

e.g., DP et al. (2003a/b), Moscibrodzka & DP (2008, 2009) 

For a wide range of outer boundary conditions 
(spherical/aspherical, slow/fast rotation etc) and 
gas microphysics (photon/neutrino or efficient/

inefficient cooling)



Thermal winds: effects of SED, flux and 
adiabatic cooling.

Higginbottom & Proga (2015)

in the ionization state of the wind would likely occur more
quickly.

There are several important features of this model that can be
seen in the figure. First, we see a dense, turbulent “corona” at

R z R0.3 , 0.2IC ICw < < where gas flow is severely inhibited
by gravity and reaches steady state only in a time-averaged
sense. The streamlines starting just outside this region can
escape;however, it is still time dependent, hence the
streamlines show “kinks.”

Second, outside the inner corona, the flow starts off moving
vertically, as gas expands away from the accretion disk that lies
along the ω axis. The streamlines bend outward, partly as a
result of the pressure gradient and partly as a result of
conservation of angular momentum, which means that the
centrifugal force acting on the rotating gas is not balanced by
gravity. They are self-similar in this region. A fast, fairly dense
flow is produced that escapes at angles less than about 45°.
Finally, we see a fast, low-density infall at polar angles.

Although the L10 simulation did produce a fast, fairly dense
wind, as mentioned in the Introduction the density was 2–3
orders of magnitude lower than that inferred from observations
of GRO J1655–40. Even so, the total mass-loss rate through the

wind was seven times the accretion rate. We use the same
version of the hydrodynamics code ZEUS-2D Stone & Norman
(1992) extended by Proga et al. (2000) to carry out 2.5D
simulations of the flow. In this code, radiative heating and
cooling of the gas are computed using the parameterized rates
first described by Blondin (1994). This parameterization
includes Compton heating and cooling, photoionization heat-
ing, recombination cooling, bremsstrahlung cooling, and
collisional (line) cooling as functions of temperature T and
ionization parameter ξ. The ionization parameter is defined as
in Equation (1). The number density of the gas is related to the
density of the gas by n mHr m= , where the mean molecular
weight μ is set to 0.6. Optical depth effects are not considered
in the simulations here, so the factor of L rX

2 is related to the
flux, reduced only by distance effects.
Compton heating and cooling are given by

( )( )G T T8.9 10 4 ergs s cm (3)XCompton
36 1 3x= ´ -- -

where TX is the temperature of the illuminating power-law
spectrum (set to 5 .6 10 K7´ ). Photoionization heating and
recombinational cooling are subsumed into one term, referred

Figure 1. Density structure of model A (see Table 1). Overplotted are streamlines (gray lines), the 80° and 60° sightlines (dashed lines), and arrows showing the
velocity field. Also shown is the location of the M = 1 contour (black line).
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T[ ] 0pd d > . This is also where the gradient d T dln( ) ln( )x
becomes greater than 1. Table 1 also gives Teq, the equilibrium
temperature expected for cold,maxx . It can be shown that if line
cooling is balanced by X-ray heating on the cool branch of the
stability curve, then this temperature is expected to be T4 5 L.
This is 104,000 K, and looking at the values in Table 1, we see
that the actual values are very close to this. We also include
values of cold,maxX , which is the ratio of radiation pressure to
gas pressure when the flow becomes thermally unstable. This is
given by F nk Tc k Tc4b bion x pX = = (Krolik et al. 1981),
where the temperature T is set to the equilibrium temperature at
the onset of instability.

To produce comparable simulations, we use a density
boundary condition to ensure that the ionization parameter is
equal to cold,maxx at the Compton radius. The density at the
midplane at the start of our simulations is defined by the
equation

r
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This is given in the table along with RIC for each case. Since
the density in the disk is proportional to r1 2, this means that ξ
is a constant in the disk plane, and it is the same for all runs
except Ah, in which it is 10 times bigger.

The hydrodynamic calculations are carried out in a spherical
polar coordinate system, running from 0° to 90° in angle, and
from Rmin to Rmax in the radial direction. The zone spacing
increases with radius, such that dR dR 1.05k k1 =+ , giving finer
discretization in the inner parts of the flow. The zone spacing
reduces with increasing angle d d 0.95k k1q q =+ , giving more
resolution close to the disk. These parameters, together with the

number of points used in the two dimensions, are given in
Table 1.
The solid lines in Figure 2 show the thermal equilibrium

temperature predicted for the different cases plotted against ξ/T,
which is equal to the ratio between the radiation and gas
pressures. In an outflow, the gas pressure cannot increase along
a streamline. This means that ξ/T must always increase,1 and so
as a parcel of gas is heated, starting at the bottom left of the
graph, it will follow these curves until the gradient becomes
negative (the onset of TI, if present). This location on the curve
represents the maximum temperature of the cold branch. The
triangle symbol on the graphs shows this point. At this point,
one expects the gas to quickly heat up to the upper equilibrium
temperature. This maximizes the rate of energy transfer
between the radiation field and the gas, driving expansion
and hence acceleration. Thus, it is in the unstable zone where
the most “efficient” acceleration of the gas takes place in order
to form an outflow.
The behavior of the different cases is best explained in the

context of the shape of these thermal equilibrium curves. Cases
A and Ah have identical thermal equilibrium curves, becoming
unstable at the same value of ξ and reaching the same upper
equilibrium temperature (set by the balance of Compton
heating and cooling). The difference in luminosity between the
two cases has no effect on the shape of the equilibrium
curves;however, as we will see in the next section, it does
affect how the gas is heated. Given the same unstable zone, but
enhanced radiation density, one would expect case Ah to
produce a faster, denser flow (see Begelman et al. 1983 ).
Case B has reduced line cooling and enhanced photoioniza-

tion heating. This means that the gas becomes unstable at a
lower ξ. Changes to the SED have been shown to have this
effect (see, e.g., Bottorff et al. 2000, who use detailed
photoionization calculations), so our approach is not unreason-
able. The distance to the radiation source will be largely
unchanged, so low ξ equates to higher density, and thus one
would expect that the resulting outflow would be denser.
Cases C and D are both attempts to remove the unstable zone

entirely. Case C has strongly enhanced bremsstrahlung cooling,
through an increase in Ab. We did this, somewhat arbitrarily, so
that there is no TI for T10 105 6⩽ ⩽ but the equilibrium
temperatures at the low and high end are the same as in A, Ab,
and B. Our goal here was to isolate the importance of TI to
acceleration of the gas. Case D achieves the same thing, by
reducing the X-ray temperature. This reduces both the initial
photoionization heating rateand also the upper equilibrium
temperature.
Finally, cases E and F represent solutions with two unstable

zones. In case E, we simply increase the X-ray temperature.
This does indeed produce two unstable zones;however, the
second unstable zone is at a lower pressure than the first. In
case F, we increase the heating rate on the lower branch in a
similar way to case B, by reducing line cooling. This shifts the
lower unstable zone to lower ξ but leaves the upper unstable
zone unchanged. The aim for these two cases is to see whether
one can get a faster wind by extending the acceleration zone. It
is also interesting to see whether gas “collects” at the stable
zone between the two unstable ones.

Figure 2. Thermal equilibrium curves for the seven cases considered. The solid
curves show the equilibrium temperature (T) vs. ξ/T. For each case, the crosses
represent actual data from the 60° sightline and the circles are from the
80° sightline. The size of the symbol shows the radial distance along the
sightline, with larger symbols representing the largest distances. The triangles
show the point at which the heating curve becomes unstable.

1 Note that this is in fact only true in the case of weak or zero magnetic fields.
If magnetic fields are strong, then the gas pressure can increase and the gas can
move to the left on the equilibrium curve (Emmering et al. 1992; Bottorff
et al. 2000).
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5 10 cm15 3´ - (Miller et al. 2006), the conclusion was that the
model failed in that aim. Follow-up work reduced the density
estimate to around 10 cm14 3- (Miller et al. 2008; Kallman
et al. 2009), but this is still well above the densities seen in the
L10 model. This failure of a thermal wind model to replicate
the velocity and density seen in the observations suggests that,
for GRO J1655–40 at least, a thermal wind seems an unlikely
source of the observed absorbing gas. Nonetheless, the
predicted wind produces a column density in line with
observationsand a mass-loss rate in excess of the accre-
tion rate.

The enhanced luminosity version of the L10 model, case Ah,
does increase the velocity and perhaps more importantly the
density of the wind. A radial velocity of 200 km s 1- of gas with
a number density greater than 10 cm12 3- is still slow and less
dense compared to the measurements of GRO J1655–40
mentioned above, but it is not unreasonable to think that this
wind would produce observable features, and further work to
characterize the ionization state of this wind allowing
calculation of detailed spectra would be worthwhile. The
ionization parameter for the fastest-moving parts of the wind
has a narrow range, centered on log 4x ~ , and is certainly
similar to that inferred for the absorbing gas in many systems.

Case B provides the best illustration of how simple changes
to the heating and cooling rates in a simulation can affect the
velocity and density of the resulting wind. We reduced line
cooling by a factor of five and increased the photoionization
heating rate by a factor of four. Both of these changes can be
broadly justified, by the effects of line optical depth in the first
caseand changes to SED and gas metallicity in the second.
This simple change made the gas thermally unstable at ξ one
order of magnitude lower. The radial location of the unstable
gas is largely unchanged, so the change in ξ means that denser
gas is accelerated, producing a denser and faster wind.
Although the density and velocity areonly a little higher than
in case Ah, much more interesting is the huge increase in mass-
loss rate, now 40 times the accretion rate (even though we only
simulate a relatively small domain). This is almost three times
the rate that Shields et al. (1986) showed would induce
instabilities in the disk. Therefore, even if thermal winds are
unable to reproduce the observed line absorption seen in XRBs,
they may well provide a mechanism for XRB state change, and
so searching for an observational signature is a worthwhile
exercise.
Another interesting result from these simulations is that there

is a gas with “forbidden” values of ξ, i.e., from the second,

Figure 3. Simulated spectra for the 60° (top left panel) and 80° (top right panel) sightlines. Lower panels show ionization parameter vs. radial velocity for all cells in
the two sightlines. The size of the symbol represents the distance from the central mass (small symbols are for small distances). Crosses represent cells with a number
density of less than 10 cm12 3- , and filled circles show cells with a density above this threshold. Negative velocities represent motion away from the center of the
simulationand thus blueshifted absorption. Note that in the bottom right panel, the black and blue points overlie one another.
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