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Abstract 
The High Resolution Cameras (HRCs) are micro-channel 
plate detectors with crossed wire-grid readouts of 
amplified photoelectrons.  The HRC-I is a single flat 
chip with a large FoV, and the HRC-S is a triplet of 
chips arranged along the LETG’s Rowland circle.  Major 
features include high time resolution (typically msec, 
up to 16 μsec), no pixelization (allowing spatial 
characterization to ≪0.1 arcsec), and low-energy 
sensitivity down to ≈0.07 keV.
The HRC is thus well suited for studies that require 
low-energy sensitivity, high timing resolution, and the 
ability to characterize spatial structures at high 
resolution.  It can observe high count rate sources or 
measure large intensity variations without pileup.  With 
the LETG, the HRC-S can obtain high-resolution low-
energy spectra out to ≈180 Å, and for the HETG, the 
HRC-I is preferred for spectral analysis at ≳10-25 Å.  
The bare detector has weak spectral resolution which 
can distinguish between soft and hard sources, and 
the variable thickness in the UVIS filter can be used to 
carry out differential photometry.

HRC-I Empirical PSF : AR Lac 2017-2024

0.492’’ x 0.492’’

0.00000 0.00002 0.00007 0.00016 0.00028 0.00043 0.00062 0.00085 0.00111 0.00140 0.00173

HRC-I

HRC-S

AC
IS

 →

Quantity HRC-I HRC-S

Maximum FoV 30’x30’ 6’x99’
Best δt ~5 msec 16 μsec

Default pixel binning 
size

0.1318 arcsec pix-1

6.42938 μm

ΔE/E ~1 @ 1 keV

Telemetry Limit 185 ct s-1

Linearity Limit 5 ct s-1 25 ct s-1

EA @0.277 keV
@

82 cm-2 89 cm-2

EA @1 keV
@

184 cm-2 216 cm-2

Science Use Cases 
Investigations include solar system charge-exchange 
and fluorescence emissions from comets, moons, and 
planets; optically thin multi-million degree plasma from 
stellar coronae; optically thick thermal emission from 
white dwarfs and neutron stars; X-ray emitting 
pulsars; supernova remnant evolution; proper motions 
of pulsars in SNRs and jet knots in AGNs; etc.

Sketch of HRC geometry

Sketch of MCP operation

HRC Basic information

brought out more clearly in Figure 5 in the light curve when
binned at 50 s intervals and divided by a factor of 10. Since this
flare occurred exclusively on the thin Al filter, we excluded it
from the analysis described below.

Figure 5 demonstrates that, while the source was subject to
some stochastic variability, the average count rate when on the thin
Al filter was always larger than on the thick Al region, as expected.

The source and background light curves are shown as a
function of the dither phase in Figure 6. The average source
count rates over the whole observation, excluding the flare and
time intervals during which the source was in transition
between one filter region and the other—i.e., when source
photons were simultaneously incident on both sides of the filter
boundary—were 0.0294± 0.0031 (thick) and 0.0526± 0.0040
(thin), for a count rate ratio thin/thick = 1.79± 0.24.

4.2. Assuming an Isothermal Coronal Plasma

The HRC-S detector has essentially no intrinsic energy
resolution, such that the discrimination between EUV and
X-ray photons can only be made by comparing the source
count rates in the different filter regions. We proceed by
employing optically thin plasma radiative loss models in order
to, first, examine how the thick-to-thin filter count rate ratio is
sensitive to the temperature and abundances in an idealized
isothermal corona. In Section 4.4 we examine the extent to
which different shapes of simple parameterized coronal
emission measure distributions informed by available observa-
tions are consistent with the data. All of the calculations
presented here were performed with the IDL3-based Package
for INTeractive Analysis of Line Emission4 (PINTOFALE).

While both solar and stellar coronae are well known to
comprise multithermal plasmas over a wide range of
temperature, it is still useful to examine the extent to which
the HRC-S thick and thin Al data are sensitive to isothermal
plasma temperature and the assumed chemical abundance
mixture. To this end, synthetic spectra were computed within

PINTofALE for isothermal temperatures from 105 to 108 K
using emissivities from the CHIANTI database version 7.1.5.
We computed two sets of spectra: one for the solar
abundances of Grevesse & Sauval (1998) and the other for
an “inverse first ionization potential” (inverse FIP) chemical
composition. The latter reflects the now-extensive observa-
tional evidence that in active stars, the abundance of elements
with low FIP (<10 eV) appears to be depleted relative to
elements with high FIP by factors of 2 or more. This is in
contrast to the picture of lower-activity stars like the Sun, in
which low-FIP elements appear to be enhanced (see, for
example, Drake et al. 1997; Drake 2003; Laming 2015; Wood
et al. 2018). These coronal abundance patterns also appear to
depend on spectral type, with later K and M stars exhibiting a
more inverse FIP pattern and earlier types tending toward a
solar-like FIP effect (Wood et al. 2018).
An XMM-Newton study of four active mid-M dwarfs by

Robrade & Schmitt (2005) found all to be characterized by an
inverse FIP abundance pattern in which low-FIP elements such
as Mg, Si, and Fe were depleted by about a factor of 2 relative
to solar photospheric values, while high-FIP elements such as
Ne, C, O, and N were relatively enhanced by up to a factor of 2.
Robrade & Schmitt (2005) noted that the low FIP deficiency
might simply reflect the stellar photospheric metallicity,
leaving the high-FIP elements enhanced. For our inverse FIP
abundance set, we adopted a simple pattern in which low-FIP
element abundances were reduced by a factor of 2 relative to
the Grevesse & Sauval (1998) mixture.
Synthetic spectra were convolved with the instrument

effective area curves to obtain predicted count rates. We first
investigated the effect of interstellar absorption for application
to sources in general at arbitrary distances by computing the
filter count rate ratios for a range of ISM absorbing columns
from 1018 to 1022 cm−2; ratios for lower column densities are
essentially identical to that for 1018 cm−2. The absorbing
column toward LHS 248 is not known with any great degree of
precision. According to the Local Interstellar Cloud model of
Redfield & Linsky (2000),5 the distance to the edge of the
cloud in the line of sight toward LHS 248 is 2.3 pc. They

Figure 5. The HRC-S light curve of LHS248 binned at 200 s intervals. Also
shown are the background light curve with the same binning and the source
count rate in 50 s bins divided by 10 to illustrate the flare that occurred about
9000 s into the observation. The shaded background represents the times at
which the source was on thick or thin Al filter regions. The transitions between
these regimes assumed that the defocused source could be represented by a
uniformly illuminated circle with a radius of 15″.

Figure 6. Source and background count rates as a function of the Chip y dither
phase, excluding the large flare toward the end of the observation. The mean
count rates for the exclusively thick or thin “good time intervals,” for which the
times when the source was crossing the thick/thin boundary have been filtered
out, are also indicated.

3 Interactive Data Language ©Harris Geospatial Solutions.
4 PINTOFALE is freely available at http://hea-www.harvard.edu/PINTofALE/. 5 http://lism.wesleyan.edu/cgi-bin/distlic.cgi
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Comparison of 
the combined 
HEG and MEG 
1st order EA of 
HRC-I and ACIS-
S in Cycle 26. 
HRC-I is preferred 
at >10 Å.

HRC-S light curve of 
M6 dwarf LHS 248 
dithering across the UVIS 
filter boundary.  The 
differences in the soft 
response between the 
the thin and thick part of 
the filter enables 
temperature estimation.  
(Drake et al. 2020)

Background in 
the HRC-I varies 
inversely with 
solar activity, and 
is currently at its 
lowest since 
c.2015.  HRC-S 
trend is similar.

An empirical PSF  
constructed by co-
adding on-axis 
observations of AR Lac 
obtained since 2017.   
The white box represents 
the size of an ACIS pixel. 

HZ43 count rate  
has dropped over 
time due to QE 
and gain decline.  
Surges are due to 
voltage increases 
to recover gain 
and QE.

[Figure below] The phased light curve of eclipsing binary 
AR Lac (G2 IV + K0 IV) from HRC-I and HRC-S calibration 
observations since launch, in 400 s bins and color coded in 
chronological order.  Flares are excluded.  The baseline 
quiescent emission is remarkably steady (Drake et al. 2014).

Figure 3. from
Hans Moritz Günther et al 2022 Astron. J. 164 doi:10.3847/1538-3881/ac6ef6
https://dx.doi.org/10.3847/1538-3881/ac6ef6
© 2022. The Author(s). Published by the American Astronomical Society.
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the range 0.4–0.5 keV and solar abundances, after includ-
ing additional Mg10+ and Si12+emission (at 1.35 and
1.86 keV, respectively): the presence of these lines in the
spectrum is a likely consequence of solar activity, which we
know was enhanced over the October–November 2003
period. The XMM-Newton spectral data, then, appear to
give support to the view that Jupiter’s low-latitude disk
X-rays are scattered solar radiation (Branduardi-Raymont
et al., 2006b,c). Similar results showing the disk emission to
be harder than the auroral emission, were reached from the

February 2003 Chandra ACIS-S observation of the planet
(Bhardwaj et al., 2004; Bhardwaj et al., 2006). These
Chandra observations also appear to confirm a correlation
(originally found by ROSAT) between regions of low
magnetic field strength and somewhat higher soft X-ray
count rate, suggesting the possible existence of a secondary
component in addition to the scattered solar X-ray flux.
Unlike the auroral X-ray emission, X-ray emission from
Jupiter’s disk does not show any variability on timescales
from 10 to 100min.
The conclusions derived from spectral studies of Jupiter

are strengthened by the observation, again in November
2003 by XMM-Newton, of similar day-to-day variability in
the solar and Jovian equatorial X-ray fluxes. A large solar
X-ray flare occurring on the Jupiter-facing side of the Sun
is found to have a corresponding feature in Jupiter’s disk
X-ray lightcurve (see Fig. 30, taken from Bhardwaj et al.,
2005a). This finding lends support to the view that indeed
Jupiter’s low latitude X-rays are largely scattered radiation
of solar origin. Recent calculations of the effects of albedo
(Cravens et al., 2006) are consistent with the observed
fluxes, under the hypothesis that scattering, elastic and
fluorescent, is at the origin of the observed emission. These
results, however, do not rule out the presence of other
source(s) of low-latitude X-ray emission, e.g., precipitation
of energetic S and O ions from Jupiter’s radiation belts,
especially into regions of low magnetic field (Bhardwaj
et al., 2006).

9. Saturn

By analogy with Jupiter, X-ray emission from Saturn
might be expected since it possesses a magnetosphere with
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Fig. 28. Jovian X-ray morphology first obtained with Chandra HRC-I on
18 December 2000, showing bright X-ray emission from the polar
‘auroral’ spots, indicating the high-latitude position of the emissions,
and a uniform distribution from the low-latitude ‘disk’ regions (from
Gladstone et al., 2002).

Fig. 29. Combined XMM-Newton EPIC spectra from the November 2003 observation of Jupiter. Data points for the North and South aurorae are in
black and red, respectively. In green is the spectrum of the low-latitude disk emission. Differences in spectral shape between the aurorae and the disk
emission are very clear (see text for details) (from Branduardi-Raymont et al., 2007).
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from the region of the IPT (Elsner et al., 2002). The 2000
CXO image, obtained with the HRC-I camera (Fig. 39),
exhibited a dawn-dusk asymmetry similar to that seen in the
EUV (Hall et al., 1994; Gladstone and Hall, 1998). Fig. 40
shows the background-subtracted CXO/ACIS-S IPT spec-
trum for 25–26 November 1999. This spectrum shows
evidence for line emission centered on 574 eV (very near a
strong O+6 line), together with a very steep continuum
spectrum at the softest X-ray energies. There could be
contributions from other charge states, since plasma torus
models (Bagenal et al. 1992, Bagenal 1994) consist mostly of
ions with low charge states, consistent with photoionization
and ion–neutral CX in a low-density plasma and neutral gas

environment. Keeping in mind that the calibration of the
ACIS energy response is most uncertain at these very low
energies, the corresponding power emitted by the IPT was
�0.12GW. Elsner et al. (2002) were unable to provide a
convincing physical mechanism for the observed IPT X-ray
emissions, although they noted that bremsstrahlung from
non-thermal electrons might account for a significant
fraction of the continuum X-rays. The 2003 CXO observa-
tions also observed X-ray emission from the IPT, although
at a fainter level than in 1999 or 2000. The morphology
exhibited the familiar dawn-dusk asymmetry. These IPT
data are not yet fully analyzed and will be reported on in a
future paper.
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Fig. 40. Chandra/ACIS-S spectrum for the Io Plasma Torus from November 1999. The solid line presents a model fit for the sum of a power-law spectrum
and a Gaussian line, while the dashed line represents just a pure power law spectrum. The line is consistent with K-shell flurorescent emission from oxygen
ions (from Elsner et al., 2002).
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Fig. 39. Chandra/HRC-I image of the IPT (2000 December 18). The image has been smoothed by a two-dimensional Gaussian with s ¼ 7.3800 (56 HRC-I
pixels). The axes are labeled in units of Jupiter’s radius, RJ, and the scale bar is in units of smoothed counts per image pixel. The paths traces by Io,
Europa, and Ganymede are marked on the image. Callisto is off the image to the dawn side, although the satellite did fall within the full microchannel
plate field of view. The regions bounded by rectangles were used to determine background. The regions bounded by dashed circles or solid ellipses were
defined as source regions (from Elsner et al., 2002).

A. Bhardwaj et al. / Planetary and Space Science 55 (2007) 1135–1189 1169Io torus Elsener et al. 2002 ↓

Superluminal Motion in X-Ray Jet of M87 7

1.10e-07

1.29e-07

1.69e-07

7.16e-07

2.59e-06

5.06e-06

2017

2012

Figure 3. 0.08–10.0 keV HRC-I Chandra images of M87 from 2012 and 2017 overlaid with HST WFC3/UVIS F275W contours
observed during the same years. The X-ray and optical emissions are spatially consistent in both epochs, indicating both
emission bands are generated from the same set of sources. Also overlaid are vertical lines (green, dashed) which correspond to
the X-ray centroid position of the AGN, HST-1, and Knot D in each epoch. A shift is visible between the epochs, and the shift
agrees with the observed optical band proper motion.

position is observed for each knot, and these position
shifts are visually consistent with the proper motions
from HST.
Beyond visual comparisons, we may compare the mea-

sured X-ray proper motions to previous results from
HST observations. M87 proper motion measurement
from Biretta et al. (1999) and Meyer et al. (2013) were
selected for comparison, as shown in Figure 4. HST and
Chandra proper motion measurements both parallel and
perpendicular to the jet are broadly consistent for the
knots examined. The only notable discrepancy observed
is for the transverse motion of HST-1, which is discussed
further in Section 5.2. Altogether, these results indicate
that the X-ray and optical/UV knots track the same
physical locations in the jet of M87, to within the spa-
tial accuracy of the X-ray measurements.

5.2. Overview of Proper Motions

The jet velocity of M87 has been extensively studied
on both parsec and kiloparsec scales using radio and
optical observations. These measurements include thor-
ough proper motion analyses of the knots within the
jet. It is therefore interesting to compare the proper
motion results from X-rays with independent measure-
ments from other wavelength bands. See Figure 4 for a
comparison of reported proper motions in M87, includ-
ing the X-ray results reported here.

Among the knots investigated, HST-1 is by far the
fastest-moving in all bands observed. X-ray and optical
observations both show HST-1 to move at a speed of
∼6c along the jet axis (Biretta et al. 1999), while VLBI
observations place an upper limit of 5c (Cheung et al.
2007). Given the reasonable agreement in speeds of
HST-1 before and after its 2002-2008 flaring period
(Harris et al. 2003, 2009), the flaring event appears to
have had little impact on the average proper motion of
the knot along the jet axis.
Examination of the measured transverse proper mo-

tions for HST-1 shows a speed of +2.9 ± 0.2c for X-
rays, while the prior VLBI observations show an aver-
age transverse speed of −0.5c. Transverse motion mea-
surements were not reported for the HST data. The
transverse motion detected from X-rays may be due to
variations in brightness of substructure not resolvable
with Chandra, though it is surprising that the VLBI,
which is able to resolve significantly more internal struc-
ture of the knot, indicates motion in the opposite direc-
tion. In contrast, the centroid positions of HST-1 agree
well between Chandra and HST at both epochs (Fig-
ure 3), and there is no evidence of brightness changes in
the optical/UV or of substructure within it that would
be unresolved by Chandra. This comparison supports
the conclusion that optical/UV and X-rays track the
same physical feature in the jet. Follow-up observations

The 1σ scatter of the Fbias values about the best fit is ±0.104.
Figure 7(b) shows the 1σ and 2σ deviations from the best fit.
The four red points that we have considered inconsistent with
the FBST relation (albeit only tentatively for τBoo A) are
indeed above the 2σ line, although a single green point (ò Eri)
is slightly above as well.

Switching from the relative abundances represented by Fbias
to the absolute abundances represented by [Fe/Fe*],
Figure 7(c) plots [Fe/Fe*] versus photospheric temperature.
If the four red points are ignored, there seems to be a clear
correlation, although with more scatter than the Fbias relations
in Figures 7(a) and (b). A linear fit yields

* = - + ´ -[ ] ( )TFe Fe 1.29 2.18 10 . 64
eff

Unlike for the relative abundances, there is no evidence for a
flattening of the relation at early spectral types. This
conclusion, however, relies almost entirely on the Altair
measurement, and suffers from our inability to detect the
continuum and measure [Fe/Fe*] for ηLep. We can now
return to the issue of what to assume for [Fe/Fe*] in the six
cases where we do not have an X-ray continuum detection

[61 Cyg A, 36 Oph B, 70 Oph a, η Lep, αCen A(hi), and
αCen A(lo)]. For these six cases, we use Equation (6) to
estimate [Fe/Fe*], and these are the values listed in Table 5 for
those stars.
The four red points all lie below the relation in Figure 7(c).

While τBooA is only marginally inconsistent with the FBST
relation in Figures 7(a) and (b), it is very inconsistent with the
relation in Figure 7(c), providing further support for the star’s
coronal abundances being considered anomalous. We discuss
τBoo further in Section8.
The individual element abundance measurements in

Tables4 and 5 can be perused to search for interesting
behavior specific to particular elements. One example particu-
larly worthy of note involves the coronal Si abundances of M
dwarfs. In Figure 7(d), Si abundances relative to Fe are plotted
versus Teff, with corrections for the reference photospheric
abundances. For most stars, there is no dramatic difference
between the coronal and photospheric Si/Fe ratio. The
exceptions are the Teff<4000 K stars, i.e., the M dwarfs,
which collectively have high coronal Si/Fe. The various panels
of Figure 7 imply that for M dwarfs, low-FIP elements are

Figure 7. (a) FIP bias, Fbias, vs. spectral type for the LETGS sample of stars in Table 1 (filled circles), and the literature values from Table 6 (diamonds). We refer to
the apparent correlation as the FIP-bias/spectral-type (FBST) relation. Red symbols indicate four stars inconsistent with the FBST relation as a result of high activity
or exoplanet effects. (b) Fbias vs. Teff, with a linear fit made to the points consistent with the FBST relation, assuming a flattening at higher temperatures. Dashed and
dotted lines indicate the 1σ and 2σ scatter about the best fit. (c) Coronal Fe abundances relative to the photosphere are plotted vs. Teff. A linear fit to the data is shown,
excluding the four inconsistent stars noted above. The dashed line is the expected relation if only the low-FIP elements are fractionated relative to H, based on the
relation from (b). (d) Si abundance relative to Fe (normalized to the photospheric ratio) plotted vs. Teff. Note the high values seen at low Teff.
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FIP (First Ionization 
Potential) bias in stellar 
coronae as a function of 
spectral type.  Exoplanet 
systems have larger FIP 
biases relative to the field 
trend (Wood et al. 2018)

Superluminal motion of M87 jet knots.

X-ray dark A stars separated from companions

Snios et al. 2019

Eclipsing binary AR Lac

HRC-I (646 sec) + HRC-S (506.8 ksec)
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